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EnsuringAl Dominanceby Building PublicTrusti by PrashanBhuyan,CEOof Accrete

Al hasthe potentialto transformthevery natureof work by offloadingskilled laborto machines.
Continuously learning Al that interacts naturally with knowledge workers will drive revenue
growth for corporations in previously unimaginable ways. However, the price of grovet, if
unchecked, will be extreme socioeconomic inequality and the end of civil society. To avoid
harmful consequences, we must act now to establish rules and regulations that protect people
from the farreaching consequences of Al misuse.

Tosecureitsppi ti on as a | eader in tomorrowds worl d,
power will flow to the select few that control the Al architecturbee greater the perceived

benefit of these Al systems, the greater the potential for disproportionate iefiolencethical

use. In the future, our lives will be substantially affected by Al in innumerable ways. Just like

the invention of the atom bomb, Al is a natural consequence of human ingenuity. Like nuclear
proliferation,we mustalsorecognizehatAl proliferationis a potentialthreatto humanityif left

unchecked. Soon there will beapidly growing divide in which most people will ultimately be
imperceptibly influenced by intelligent machines that are owned and trained by people with
distinctbiasesandobjectives We mustactnow to establistpoliciesto ensureAl proliferationis

apeaceful, equitable, and above all, transparent evolution.

In thesamemannetthatthe FederaReservaBank maintainsa dualmandatgo balance inflation
and employment, an independent government agency shoesdadidished to balan@d ethics

andlabomut omati on. The key to ensuring the Unite
Industries of Tomorrow is balancing the inevitable increase of intelligent machines replacing

skill ed human | abor with the peopleds fundame
Impor t ant questions peopl e mueettoandekstandnhe biasese , i
underpinningheA | ?fiol tre Al learningfrom my personal n f o r m& H iodw hkRodvmy
objectives are aligned with the Al ?206. To trus

set forth by governing agencies and the government must work with the people to establish the
appropriate standards.

An independent government agency feed on the realorld implications of Al within civil

society should have the ability to establish standards that reinforce public trust in Al. For
example suchanagencycouldestablisharule thatpreventdechnologycompaniegrom gaming
children to gethem hooked on social media for the purpose of collecting data to optimize
advertising algorithms targeting those children. Another rule that could engender public trust in
Al could mandate that any employer that replaces workers with Al is obligatettaim and

upskill the redundant employee.

Such an independent governing body would also be able to establish industry specific standards
in areas like explatiability and performance to hold owners and employers of Al accountable

for the consequence ah error. Al driven errors that harm humans would have the worst
consequence. For exampleagurgeon relies on an insight produced by amaid subsequently

kills apatient,thatsurgeormu s tb@ableto lay blameonthe Al. However to hold thesurgen
accountable, there needs to be transparency into who trained the Al, howntas #dined and



whatbiasesnfluencedthemo d eldardisg.Ultimately, thereshouldbe standardizatioim the
architectures and approaches used in the development of explainable Al itself.

Although countries such as China are making great advances in Al today, these advances are
comingatthecostof civil libertiessuchasdigital privacy. Thisasymmetridransactiorbetween
peopleandAl is unsustainablen thelong runandwill ultimatelyleadto revolution. TheJnited

States has a golden opportunity to lead the world in using Al to create a Utopian future by
engineering a fair and equitable relationship between Al and the people that ensures balanced
long-term growth and civil society.
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smACT The App Association

March 4, 2020

Attn: NCO

Office of Science and Technology Policy
2415 Eisenhower Avenue,

Alexandria, VA 22314

RE: Comments of ACT | The App Association to the Office of Science and
Technology Policy on its Request for Information to the Updated National
Artificial Intelligence Research and Development Strategic Plan

ACT | The App Association (App Association) appreciates the opportunity to submit
views to the Office of Science and Technology Policy (OSTP) on updates to the
National Artificial Intelligence Research and Development Strategic Plan, which
provides guidance to federal agencies to inform the development of regulatory and non-
regulatory approaches regarding technologies and industrial sectors empowered or
enabled by artificial intelligence (Al), and ways for agencies to reduce barriers to the
development and adoption of Al technologies.! The App Association supports updating
the National Artificial Intelligence Research and Development Strategic Plan to support
and facilitate Al research and development by prioritizing and providing sufficient
funding while also ensuring adequate incentives (e.g., streamlined availability of data to
developers, tax credits) are in place to encourage private and non-profit sector
research. Transparency research should be a priority and involve collaboration among
all affected stakeholders who must responsibly address the ethical, social, economic,
and legal implications that may result from Al applications.

The App Association represents thousands of small business software application
development companies and technology firms that create the technologies that drive
internet of things (IoT) use cases across consumer and enterprise contexts. Today, the
value of the ecosystem the App Association represents i which we call the app

economy i is approximately $1.3 trillion and is responsible for 5.7 million American jobs.

Al ongsi de t h embmoerof nibldils techrmlpgy, dur members create the
innovative solutions that power loT across modalities and segments of the economy.
The National Artificial Intelligence Research and Development Strategic Plan, and the
efforts of numerous agencies with respect to Al policy and regulation, directly impacts

the app economy. We support the Administrat:i

leads the world in technologies that are critical to our economic prosperity and national
security, and to maintaining the core values behind America's scientific leadership,

1 https://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-
update-of-the-national-artificial-intelligence-research-and
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including openness, transparency, honesty, equity, fair competition, objectivity, and
democratic values.?

The App Association also continues to proactively work to advance the use of Al in key

use cases. As one example, the App B2AGHHoci ati o
assembled a Health Al Task Force in the summer of 2018 consisting of a range of

innovators and thought leaders. Building on their work throughout the second half of

2018, in early Febrwuary 2019 CHI wunveiled its
public-private multistakeholder dialogue in Washington, DC. These deliverables

included a position piece supporting A | ble in healthcare, policy principles addressing

how policy frameworks should approach the role of Al in healthcare, and a terminology

document targeted at policymakers.* Since the release of its deliverables, CHI has

actively advocated for the development of frameworks that will responsibly support the

development, availability, and use of Al innovations.

Al is an evolving constellation of technologies that enable computers to simulate
elements of human thinking i learning and reasoning among them. An encompassing
term, Al entails a range of approaches and technologies, such as Machine Learning
(ML) and deep learning, where an algorithm based on the way neurons and synapses in
the brain change due to exposure to new inputs, allowing independent or assisted
decision making. Al-driven algorithmic decision tools and predictive analytics are
having, and will continue to have, substantial direct and indirect effects on Americans.
Some forms of Al are already in use to improve Americanc 0 n S u mees teday i for
example, Al is used to detect financial and identity theft and to protect the
communications networks upon which Americans rely against cybersecurity threats.

Moving forward, across use cases and sectors, Al has incredible potential to improve
American ¢ 0 n s u niwes ter@augh faster and better-informed decision making, enabled
by cutting-edge distributed cloud computing. As an example, healthcare treatments and
patient outcomes stand poised to improve disease prevention and conditions, as well as
efficiently and effectively treat diseases through automated analysis of x-rays and other
medical imaging. Al will also play an essential role in self-driving vehicles and could
drastically reduce roadway deaths and injuries. From a governance perspective, Al
solutions will derive greater insights from infrastructure and support efficient budgeting
decisions. An estimate states Al technological breakthroughs will represent a $126
billion market by 2025.5

21d.
3 See www.connectedhi.com.

4 The CHI Health Al Task F o r cdeli®#esables are accessible at https://actonline.org/2019/02/06/why-
does-healthcare-need-ai-connected-health-initiative-aims-to-answer-why/.

5 McKinsey Global Institute, Artificial Intelligence: The Next Digital Frontier? (June 2017), available at
https://www.mckinsey.com/~/media/McKinsey/Industries/Advanced%20Electronics/Our%20Insights/How
%20artificial%20intelligence%20can%20deliver%20real%20value%20to%20companies/MGI-Artificial-
Intelligence-Discussion-paper.ashx.
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Today, Americans encounter Al in their lives incrementally through the improvements

they have seen in computer-based services they use, typically in the form of

streamlined processes, image analysis, and voice recognition (we urge consideration of

thesefor ms of Al as fAnarrowo Al). The App Associ @
already provides great societal benefit. For example, Al-driven software products and

services revolutionized the ability of countless Americans with disabilities to achieve

experiences in their lives far closer to the experiences of those without disabilities.

Nonetheless, Al also has the potential to raise a variety of unique considerations for
policymakers. The App Association appreciates the efforts to develop a policy approach
to Al that will bring its benefits to all, balanced with necessary safeguards to protect
consumers. To assist the Administration, the App Association offers a comprehensive
set of Al policy principles below for consideration that we strongly encourage alignment
of the National Artificial Intelligence Research and Development Strategic Plan with the
following:

1. Al Strategy: Many of the policy issues raised below involve significant work and
changes that will impact a range of stakeholders. The cultural, workforce training
and education, data access, and technology-related changes associated with Al
will require strong guidance and coordination. An Al strategy incorporating
guidance on the issues below will be vital to achieving the promise that Al offers
to consumers and our economies. We believe it is critical to take this opportunity
to encourage civil society organizations and private sector stakeholders to begin
similar work. The National Artificial Intelligence Research and Development
Strategic Plan is, and should remain, a key part of the U.S. overall strategy to
global leadership in this critical area of technology.

2. Research: The National Artificial Intelligence Research and Development
Strategic Plan should support and facilitate research and development of Al by
prioritizing and providing sufficient funding while also ensuring adequate
incentives (e.g., streamlined availability of data to developers, tax credits) are in
place to encourage private and non-profit sector research. Transparency
research should be a priority and involve collaboration among all affected
stakeholders who must responsibly address the ethical, social, economic, and
legal implications that may result from Al applications.

3. Quality Assurance and Oversight: The National Artificial Intelligence
Research and Development Strategic Plan, and the U.S. approach to Al
generally, should advance risk-based approaches to ensure that the use of Al
aligns with the recognized standards of safety, efficacy, and equity. Providers,
technology developers and vendors, and other stakeholders all benefit from
understanding the distribution of risk and liability in building, testing, and using Al
tools. Policy frameworks addressing liability should ensure the appropriate
distribution and mitigation of risk and liability. Specifically, those in the value
chain with the ability to minimize risks based on their knowledge and ability to



mitigate should have appropriate incentives to do so. Some recommended
guidelines include:

1 Ensuring Al is safe, efficacious, and equitable.

T Supporting that algorithms, datasets, and decisions are auditable.

1 Encouraging Al developers to consistently utilize rigorous procedures and
enabling them to document their methods and results.

1 Requiring those developing, offering, or testing Al systems to provide
truthful and easy to understand representations regarding intended use
and risks that would be reasonably understood by those intended, as well
as expected, to use the Al solution.

1 Ensuring that adverse events are timely reported to relevant oversight
bodies for appropriate investigation and action.

4. Thoughtful Design: The National Atrtificial Intelligence Research and
Development Strategic Plan, and the U.S. approach to Al generally, should
strongly encourage the design of Al systems that are informed by real-world
workflows, human-centered design and usability principles, and end-user needs.
Al systems solutions should facilitate a transition to changes in the delivery of
goods and services that benefit consumers and businesses. The design,
development, and success of Al should leverage collaboration and dialogue
among users, Al technology developers, and other stakeholders in order to have
all perspectives reflected in Al solutions.

5. Access and Affordability: The National Artificial Intelligence Research and
Development Strategic Plan, and the U.S. approach to Al generally, should
ensure Al systems are accessible and affordable. Significant resources may be
required to scale systems and policymakers should take steps to remedy the
uneven distribution of resources and access. Policies must be put in place that
incent investment in building infrastructure, preparing personnel and training, as
well as developing, validating, and maintaining Al systems with an eye toward
ensuring value.

6. Ethics: Al will only succeed if it is used ethically. It will be critical to promote
many of the existing and emerging ethical norms for broader adherence by Al
technologists, innovators, computer scientists, and those who use such systems.
The National Artificial Intelligence Research and Development Strategic Plan,
and the U.S. approach to Al generally, should:

T Ensure that Al solutions align with all relevant ethical obligations, from
design to development to use.

1 Encourage the development of new ethical guidelines to address
emerging issues with the use of Al, as needed.

1 Maintain consistency with international conventions on human rights.

1 Ensure that Al is inclusive such that Al solutions beneficial to consumers
are developed across socioeconomic, age, gender, geographic origin, and
other groupings.



1 Reflect that Al tools may reveal extremely sensitive and private
information about a user and ensure that laws protect such information
from being used to discriminate against certain consumers.

7. Modernized Privacy and Security Frameworks: While the types of data items
analyzed by Al and other technologies are not new, this analysis will provide
greater potential utility of those data items to other individuals, entities, and
machines. Thus, there are many new uses for, and ways to analyze, the
collected data. This raises privacy issues and questions surrounding consent to
use data in a particular way (e.g., research, commercial product/ service
development). It also offers the potential for more powerful and granular access
controls for consumers. Accordingly, The National Atrtificial Intelligence Research
and Development Strategic Plan, and the U.S. approach to Al generally, should
address the topics of privacy, consent, and modern technological capabilities as
a part of the policy development process. Risk management policy frameworks
must be scalable and assurethatan i ndi vi dual 6s data is pro
also allowing the flow of information and responsible evolution of Al. This
information is necessary to provide and promote high-quality Al applications.
Finally, with proper protections in place, policy frameworks should also promote
data access, including open access to appropriate machine-readable public data,
development of a culture of securely sharing data with external partners, and
explicit communication of allowable use with periodic review of informed consent.

8. Collaboration and Interoperability: The National Atrtificial Intelligence Research
and Development Strategic Plan, and the U.S. approach to Al generally, should
enable eased data access and use through creating a culture of cooperation,
trust, and openness among policymakers, Al technology developers and users,
and the public.

9. Bias: The bias inherent in all data, as well as errors, will remain one of the more
pressing issues with Al systems that utilize machine learning techniques in
particular. Addressing data provenance and bias issues is a must in developing
and using Al solutions. The National Atrtificial Intelligence Research and
Development Strategic Plan, and the U.S. approach to Al generally, should:

T Require the identification, disclosure, and mitigation of bias while
encouraging access to databases and promoting inclusion and diversity.
1 Ensure that data bias does not cause harm to users or consumers.

10.Education: The National Artificial Intelligence Research and Development
Strategic Plan, and the U.S. approach to Al generally, should support education
for the advancement of Al, promote examples that demonstrate the success of
Al, and encourage stakeholder engagements to keep frameworks responsive to
emerging opportunities and challenges.
1 Consumers should be educated as to the use of Al in the service they are
using.



1 Academic education should include curriculum that will advance the
understanding of and ability to use Al solutions.

The policy issues raised by the National Artificial Intelligence Research and
Development Strategic Plan involves significant work and changes that will impact a
range of stakeholders. The cultural, workforce training and education, data access, and
technology-related changes associated with Al will require strong guidance and
coordination across U.S. federal agencies. The App Association supports the
development of national Al strategies for federal agencies, which will be vital to
achieving the promise that Al offers to consumers and entire economies.

Noting our general support for the current National Artificial Intelligence Research and
Development Strategic Plan, we offer the following suggested revisions:

1 Alignment with Other Leading Federal Policies for Al: The National Artificial
Intelligence Research and Development Strategic Plan should align with other
federal efforts to develop Al policy, such as the National Institute of Standards
and Technologyds (NI ST) Artificial I ntel |l
policy being developed in close collaboration with the private sector, academia,
and others for voluntary use with the goal of improving the ability to incorporate
trustworthiness considerations into the design, development, use, and evaluation
of Al products, services, and systems.®

1 Require Agencies to Advance Thoughtful Design Principles Across Al Use
Cases: The National Atrtificial Intelligence Research and Development Strategic
Plan should require design of Al systems informed by real-world workflows,
human-centered design and usability principles, and end-user needs. Al systems
solutions should facilitate a transition to changes in the delivery of goods and
services that benefit consumers and businesses. The design, development, and
success of Al should leverage collaboration and dialogue among users, Al
technology developers, and other stakeholders in order to have all perspectives
reflected in Al solutions. As this concept must run across sectors and Al use
cases, the National Artificial Intelligence Research and Development Strategic
Plan incorporate guidance for agencies to advance thoughtful design principles
through their approaches and actions related to Al.

T Require Agencies to Advance Ethidhe in Al &s
success of Al depends on et hical use. An a
promote many of the existing and emerging ethical norms for broader adherence
by Al technologists, innovators, computer scientists, and those who use such
systems. The National Atrtificial Intelligence Research and Development Strategic
Plan should:

6 https://www.nist.goV/itl/ai-risk-management-framework.
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o Ensure that Al solutions align with all relevant ethical obligations, from
design to development to use.

o Encourage the development of new ethical guidelines to address
emerging issues with the use of Al, as needed.

0 Maintain consistency with international conventions on human rights.

o Ensure that Al is inclusive such that Al solutions beneficial to consumers
develop across socioeconomic, age, gender, geographic origin, and other
groupings.

o Reflect that Al tools may reveal extremely sensitive and private
information about a user and ensure that laws protect such information
from being used to discriminate against certain consumers

1 Augment the Requirement on Federal Agencies for Disclosure and
Transparency: The Administration should consider further prioritizing disclosure
and trust priorities in the National Artificial Intelligence Research and
Development Strategic Plan. Providers, technology developers, and vendors,
and other stakeholders will all benefit from understanding the distribution of risk
and liability in building, testing, and using Al tools. The National Atrtificial
Intelligence Research and Development Strategic Plan should therefore clearly
address liability so as to ensure the appropriate distribution and mitigation of risk
and liability (i.e., those in the value chain with the ability to minimize risks based
on their knowledge and ability to mitigate should have appropriate incentives to
do so). Further, the National Artificial Intelligence Research and Development
Strategic Plan should clearly require that Al policies prioritize that those
developing, offering, or testing Al systems provide truthful and easy to
understand representations regarding intended use and risks that would be
reasonably understood by those intended, as well as expected, to use the Al
solution.

1 Support the Development of, and Access to, Open Standards Needed to
Drive U.S. Leadership in Al: The National Artificial Intelligence Research and
Development Strategic Plan should support the developer and use of voluntary
consensus standards that concern Al application. The App Association strongly
encourages updating the National Artificial Intelligence Research and
Development Strategic Plan to support public-private collaboration on Al through
standardization by encouraging key U.S.-based standard-setting organizations
(SSOs) such as IEEE to grow and thrive. The U.S. government can support such
organizations through pro-innovation policies that encourage private sector
research and development of Al innovations and the development of related
standards.

It is critical that the United States should ensure that such standards are
accessible to innovators by promoting a balanced approach to standard-essential



patent (SEP) licensing. Al technical standards, built on contributions through an
open and consensus-based process, bring immense value to consumers by
promoting interoperability while enabling healthy competition between innovators;
and often include patented technology. When an innovator gives its patented
technology to a standard, this can represent a clear path to reward in the form of
royalties from a market that likely would not have existed without the standard
being widely adopted. To balance this potential with the need for access to the
patents that underlie the standard, many SSOs require holders of patents on
standardized technologies to license their patents on fair, reasonable, and non-
discriminatory (FRAND) terms. FRAND commitments prevent the owners of
patents used to implement the standard from exploiting the unearned market
power that they otherwise would gain as a consequence of the broad adoption of
a standard. Once patented technologies incorporate into standards, it compels
manufacturers to use them to maintain product compatibility. In exchange for
making a voluntary FRAND commitment with an SSO, SEP holders gain the
ability to obtain reasonable royalties from a large number of standard
implementers that might not have existed absent the standard. Without the
constraint of a FRAND commitment, SEP holders would have the same power as
a monopolist that faces no competition.

Unfortunately, a number of owners of FRAND-committed SEPs are flagrantly
abusing their unique position by reneging on those promises with unfair,
unreasonable, or discriminatory licensing practices. These practices, under
close examination by antitrust and other regulators in many jurisdictions, not only
threaten healthy competition and unbalance the standards system but also
impact the viability of new markets such as Al. This amplifies the negative
impacts on small businesses because they can neither afford years of litigation to
fight for reasonable royalties nor risk facing an injunction if they refuse a license
that is not FRAND compliant.

Patent policies developed by SSOs today will directly impact the way we work,
live, and play for decades to come. SSOs vary widely in terms of their
memberships, the industries and products they cover, and the procedures for
establishing standards. In part due to the convergence associated with the rise of
loT, each SSO will need the ability to tailor its intellectual property policy for its
particular requirements and membership. The App Association believes that
some variation in patent policies among SSOs is necessary and that the U.S.
government should not prescribe detailed requirements that all SSOs must
implement. At the same time, however, as evidenced by the judicial cases and
regulatory guidance, basic principles underlie the FRAND commitment and serve
to ensure that standard setting is pro-competitive, and the terms of SEP licenses
are in fact reasonable. Il deally, an

SSO0s



requires SEP owners to make a FRAND commitment would include all of the
following principles that prevent patent i h oul pdnd anti-competitive conduct:

o Fair and Reasonable to All T A holder of a SEP subject to a FRAND
license such SEP on fair, reasonable, and nondiscriminatory terms to all
companies, organizations, and individuals who implement or wish to
implement the standard.

0 Injunctions Available Only in Limited Circumstances i SEP holders
should not seek injunctions and other exclusionary remedies nor allowed
these remedies except in limited circumstances. The implementer or
licensee is always entitled to assert claims and defenses.

o0 FRAND Promise Extends if Transferred i If there is a transfer of a
FRAND-encumbered SEP, the FRAND commitments follow the SEP in
that and all subsequent transfers.

o No Forced Licensing i While some licensees may wish to get broader
patent holder should not require implementers to take or grant licenses to
a FRAND-encumbered SEP that is invalid, unenforceable, or not infringed,
or a patent that is not essential to the standard.

o FRAND Royalties i A reasonable rate for a valid, infringed, and
enforceable FRAND-encumbered SEP should be based on several
factors, including the value of the actual patented invention apart from its
inclusion in the standard, and cannot be assessed in a vacuum that
ignores the portion in which the SEP is substantially practiced or royalty
rates from other SEPs required to implement the standard.

We also note that a number of SSO intellectual property rights policies require
SSO participants to disclose patents or patent applications that are or may be
essential to a standard under development. Reasonable disclosure policies can
help SSO participants evaluate whether technologies considered for
standardization are covered by patents. Disclosure policies should not, however,
require participants to search their patent portfolios as such requirements can be
overly burdensome and expensive, effectively deterring participation in an SSO.
In addition, FRAND policies that do not necessarily require disclosure, but
specify requirements for licensing commitments for contributed technology, can
accomplish many, if not all, of the purposes of disclosure requirements.

The U.S. Department of Justice (DOJ) already encouraged SSOs to define

FRAND more clearly. For example, D O J forsner assistant attorney general
Christine Varney explained that #dcl earer
participation and will enable participants to make more knowledgeable decisions
regarding implementation of the standard. Clarity alone does not eliminate the



possibility of hold-u p é b ui¢ a sief in the right d i r e ¢’ Ad anather @xample,

Renata Hesse,aprevi ous head of the DOJO6s Antitrust
important suggestions for SSOs to guard against SEP abuses that included at

least three of the aforementioned principles.® The National Artificial Intelligence

Research and Development Strategic Plan should be updated to advance open

standards, consistent with OMB-A119 ( i F e dParticigpdtion in the Development

and Use of Voluntary Consensus Standards and in Conformity Assessment

Activities"),° open standards and access to open standards with respect to SEPs.

“Christine A. Varney, Assistant Attoy Gen., Antitrust
Through Patent and Antitrust Law and Policy, Remarks as Prepared for the Joint Workshop of the U.S.

Patent and Trademark Office, the Federal Trade C o m m,éamd the D e pod Justice on the Intersection of

Patent Policy and Competition Policy: Implications for Promoting Innovation 8 (May 26, 2010), available

at http://www.atrnet.qgov/subdocs/2010/260101.htm.

8 Renata Hess, Deputy Assistant Attorney General, Six 6 S m @topogals for SSOs Before Lunch,
Prepared for the ITU-T Patent Roundtable (October 10, 2012), available at
https://www.justice.gov/atr/speech/six-smallproposals-ssos-lunch.

9 https://www.nist.gov/system/files/revised circular a-119 as of 01-22-2016.pdf.

C
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The App Association appreciatesthe Ad mi n i s tconsideratmmobtlse above views.
We urge OSTP to contact the undersigned with any questions or ways that we can

assist moving forward.

Sincerely,

Brian Scarpelli
Senior Global Policy Counsel

Leanna Wade
Policy Associate

ACT | The App Association
1401 K St NW (Ste 501)
Washington, DC 20005
202-331-2130
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601 Pennsylvania Avenue, NW 1 202.778.3200
South Building, Suite 500 F202.331.7487
Washington, D.C. 20004 ahip.org

Guiding Greater Health

March4, 2022

TheWhite House

Office of ScienceandTechnologyPolicy
1650 Pennsylvania Avenue, NW
Washington, D.C. 20502

RE: Requestor Information(RFI) ResponseJpdateof the NationalAtrtificial Intelligence
Research and Development Strategic Plan

DearWhite HouseRepresentative:

Atrtificial Intelligence (Al) is becoming more commonplace in the United States and worldwide
in both the public and private sectors. Americans want our nation to leverage advancements in
technologyjncludingapplicationsn healthcare ,while alsoleadingtheway in the ethicaluseof

data and information. To help fulfill this goal, AHIB responding to the Notice of Request for
Information (RFI) for the National Artificial Intelligence Research and Development Strategic
Plan.

In health care, Al can serve as a catalyst for better care and access for Americans. Al can help
improve efficient delivery of care, ensure correct care decisions for patients, identify previously
unidentifiedissuesr trendsin individual andpopulaton health,simplify processeandimprove
satisfaction for patients and providers, and reduce administrative tasks to enable providers and
their staff to focus their time and attention on the patient. AHIP has increased its focus on the
current and poteral applications of Alnd is working to develop and support policy principles
and goals specific to Al and its uses to improve health anebsgiy.

AHIP supports the OSTP effort to update the current Strategic Plan. We offer our input as a
national assciation of health insurance providers, private sector partners in the critical health
delivery and health caiefrastructure. AHIP is an actiygarticipant in theHealth/PublicHealth
(HPH) SectorCoordinatingCouncil (SCC).We supportthis effectivepublic-privatepartnership,
and we support ways to advance our work to complement the National Strategy.

Ourcommentdelowaddresshetopicalissuegaisedin the RFI.

L AHIP isthe nationalassociatiowhosemembergrovidehealthcarecoverageservicesandsolutionsto hundreds
of millions of Americans every day. We are committed to mableested solutions and publizivate partnerships
that make health care better and coverage more affordable and accessible for everyone.
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General Comments

Overall, we believe it will be extremely valuable to align the Strategic Plan with the goals and
priorities defined in the National Al Initiative Act of 2020, which became law on January 1,
2021. Spedically, explaining how the Strategic Plan can align with and integrate common
componentsndstrategiedor the public andprivatesectorscanhelpto streamlineAl usesand
acceptance by consumers.

Likewise, building the technical processes, standards, and metrics will help capture the ways
through which Al can be efficient, cestfective, and easto-use. For example, AHIP has
workedwith the ConsumeiT echnologyAssociationonits consensusiriven AmericanNational
Standards Institute (ANSI) accredited standardSI/CTA-2090, The Use of Artificial

Intelligence in Health Care: Trustworthingshich considers three expressions of how trust is
created and maintaide(1) Human Trust; (2) Technical Trust; and (3) Regulatory Trust.

Building publictrustandacceptanceenteredaroundsafety,accountability accuracyreliability,
security, and ethics will be essential components for moving Al forward in diversgseitid
applications. As stakeholders build more resources and standards for Al, federal support for and
recognition of these efforts can help promote national acceptance and adoption.

Long-term Investmentsin Al Research

We support federal investmentssjour more widespread development and adoption of Al and
believeit is importantto highlight healthcarespecificprioritiesaroundthe investmentadoption,

anduseof Al. Thefederalgovernmenshouldbuild on bothpublic andprivateeffortsto promote

data exchange to Iimprove fAdata completenesso
Promotinginteroperable datayherepossible, can help health cdmaild on existing datatreams

without having to recreate systems and processwsdfata exchanges that use Al technologies.
Developingsharedublic datasetsandenvironmentdasedn nationaltechnicalstandard$or Al

training and testing can also facilitate the availability of curated, standardized, secure,
representative, aggregatand privacyprotected data sets for Al research and development.

We encourage any federal investments to focus on the functional aspects of Al based on
nationally recognized, technologpeutral standards. Innovations are key to advancing Al and
federalpoliciesandregulationsshouldpromotesuchinnovations Regulationsif enactedshould
be based on a balance of the costs and benefits after public input.

Both shorttermandlong-terminvestmentsn healthcareAl canhelpprioritize areasf research

and development focused on individual treatmemiproving care outcomes and expediting
interactions, which are important to consumers. A host of interdisciplinary projects can be
developed to enable computing, networking, and access for parehpoviders who may be
unaccustomed to Al. We believe that Federated Learning and advanced cryptographic
protections for data and privacy may be good base projects for research and development. We
also support projects that inform ways to reduce unsacgsosts.


https://shop.cta.tech/collections/standards/products/the-use-of-artificial-intelligence-in-healthcare-trustworthiness-cta-2090
https://shop.cta.tech/collections/standards/products/the-use-of-artificial-intelligence-in-healthcare-trustworthiness-cta-2090
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We are interested in learning more about proposals to support regional hubs to advance
workforce training, representation, and overall digital equity. Regional innovation centers may
establish community connections and involvement, and they also may ligpalopment of
solutions specific and appropriate to those regions. These efforts also can foster engagement to
drive regionspecific innovation on an ongoing basis. Such projects should have the
infrastructureo includediversestakeholdersisingafi hbands p o kappsoactsothatavariety

of health care entities can utilize and build on such efforts.

Ethical, Legal, and Societallmplications of Al

To protecttherightsandwell-beingof all Americanswe supportthe promotionof ethical,legal,
environmental, safety, security, fairness, and other such guidelines for appropriate use of Al. Al
and machine learning (ML) applications do not develop legal knowledge and ethical principles.
Human users and programmers should anticipate thesepterand build appropriate

frameworks based on legal and ethical business practices.

Inherent bias in data is of particular concern. Efforts to identify and mitigate harmful,
unintendedor disparatebiasshouldbeundertakenWhenpossiblethe public ard privatesector
should work together to identify and manage bias that may have a harmful impact to specific
groups or individuals.

It is also important to recognize that in Al, algorithms with a more precise focus on individuals

or groups can have abénet (i .e., fAgood biasod). One exampl
that may have been previously missed, which may lead to intentional steps to overcome
longstanding systemi@acism. Likewise, thentent and application @l in thehealth sectomay

be to identify a specific health need that had not been previously identified (e.g., underserved
populations, diseasgpecific outcomes). Some practical examples also include focusing on Al

systems to support honlimsed health care for oaging, veteran, and disabled populations, as

well asmentalhealthapplicationsThis is separatérom adverseor harmfulbias,andit shouldbe

recognized and leveraged accordingly.

Federal alignment of Al can build on the work done by the Nationafutesof Standards and
Technology(NIST), andspecificallythata g e n guigansonidentifyingandmanagingiasin
Al. In addition,thiswork mayconsiderdevelopingeliablemetricsto assesshedegreeo which
Al controls for bias.

One component that the National Strategy should consider is how to incorporate broader data
equity considerations. Algorithms learn from existing data. Larger conversations regarding data
representation and accuracy, within the parameters of laws andtregsiprotecting consumer
privacy and rights, are necessary to improve Al model development and performance. It is
importantto advanceheapplicationof Al, while allowing innovationsandroomfor growthand
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adoption.Useof Al systemgo predictandpreventinequitiesin thedeliveryof healthcare
services should be a goal for the health sector, along with ensuring transparency.

I n addition, there should be wagthersodthatthet he
overallgoalof effectiveandinteroperablesystemsanberealized Building onthework of the
United States Core Data for Interoperability (USCDI) and similar efforts can be effective for
startingsuchprojects.Theseefforts canalsoleverageandbuild on datacontentstandardge.g.,
collecting race, ethnicity, and other demographic dataistemsly) to make sure there are no
unintended consequences for those impacted by Al.

Ensurethe Safetyand Security of Al Systems

The impact on individual privacy in the development and use of Al systems cannot be
understatedTheimportanceof protectigap e r sright té @ivacyshouldbeakey component
of the National Strategy, with tools and resources to identify scenarios for Al systems as
guidelines (e.g., appropriate-@kentification of data in research, securing of health and other
individually sensitive data). Validations involving humaput and review across the entire
design, implementation, and monitoring process should be built into Al development and
deployment.

In addition, the National Strategy should include advanced verification and validation methods
for Al systems, testingof high availability and safety, and new methods for identity proofing
(i.e.,properlyandaccuratelyidentifying anindividual aslegitimate).In healthcare muchwork

has centered around identity proofing. While there are several solutions to idesufipgy

federal support for this work and alignment with the Al priorities should be encouraged.

A H | MBobasdof Directorsandits Chief Medical Officersleadershigeamrecentlyreleasedore
guiding prioritiesand adetailed roadmafo further protect the privacy, confidentiality, and
cybersecurity of consumer health infornoati Health insurance providers have ldyegen

leaders in developing privacy, confidentiality, and cybersecurity practices to protect personal
health information. These priorities reaffirm that commitment while offering a path forward to
keepA me r i kedtndatésecureandprovidethemwith actionablehealthinformation. These
concepts should be a part of Al processes and systems.

Cybersecurity must always be Atop of mindo
environments. The National Strategy should specifically address Al and cybersecurity, both in
terms of considerations, protections, remediation, and reporting, while lexerggstems
andappropriatalesignprinciples(e.g.,fault-tolerancefrom nationallycritical environmentand
applications. Having the ability to share information related to threats and attacks should be
allowed and encouraged as part of the federditakhework.

Api

w h
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AHIP supports keeping all parts of the national critical infrastructure aware of threats to Al
systems, schemes from nefarious actors, N&iimtes, and others as a federal priority. The
NationalStrategyshouldpromoteinformationsharingasa methodto protectAl systemsrom
hacking, attacks, and similar intrusions and threats. In addition, to the extent that research
outcomes from th®efenseAdvanced Research Projects Agency (DARPA) lwamppliecas
broadly as possible, this work should be leveraamdss sectors.

We appreciateéheopportunityto commenton thisimportanttopic.

Sincerely,

DanielleA. Lloyd
SeniorVice PresidentPrivateMarketInnovationsandQuality Initiatives,Clinical Affairs



FederalRegisteNotice87 FR5876,https:// www.federalregister.gov/documents/2022/02/02/2022
02161/requestfor-information-to-the-update-of-the-national-artificial-intelligenceresearchand,
February 2, 2022

Request for Information to the Update of
the National Artificial Intelligence Research
and Development Strategic Plan:
Responses

Aletheia Al, LLC

DISCLAIMERIeasaote that the RFpublicresponseseceivedandposteddo not representthe
viewsor opinionsof the U.S.Governmentor anyentity within the U.S.GovernmentWebearno
responsibility for the accuracy, legality, or content of the responses and external links included
in this document.


http://www.federalregister.gov/documents/2022/02/02/2022-

Aletheia Al, LLC

Response of to White House Office of Science and

Technology Policy and National Science Foundation

RFI on the National Artificial Intelligence Research
Resource

%o Aletheia
Artificial Intelligence

Submitted by: Mark Beall
CEO, Aletheia Al, LLC



Aletheia OSTP-NSF RFI response
03/2022

Summary

Aletheia Al supports the National Al Research Resource (NAIRR) Task Force in its strategic aim
of ensuring Al systems remain safe and secure. As an organization with deep expertise in Al
R&D, Al safety, and Al policy, we assess that the imbalance in R&D funding for Al capabilities
and Al safety poses strategic and economic risks to U.S. innovation. As of 2021, global R&D for
Al safety was less than 1 percent of all Al R&D funding.

The lack of Al safety products will likely cause a major slowdown in the adoption of trustworthy
Al systems, particularly as Al systems are deployed in physical systems at scale. As a result,
continued U.S. leadership in Al will increasingly become a function of U.S. leadership in Al
safety. We urge the NAIRR TF to take an even greater leadership role in Al safety by
considering the following two recommendations:

Recommendation 1: Establish a National Center for Al Safety
Research

If the United States Government could take just one step to help ensure U.S. leadership in Al,

then we recommend establishing and funding a National Center for Al Safety Research Center

(NCAISR). This Center would perform the vital public service of coordinating and directing

national research investments in the precise area where the private sector is not yet investing.

Al safety is in its infancy and early steps by the government could really shape and drive the

fieldébs devel opment consistent with the public in

In support of NAIRR strategic aims 1, 3, 4, and 6, the Center could increase the safety of
advanced Al systems, evaluate and develop mitigations for the malicious use and accident risks
of Al capabilities, and help augment the limited private sector investment in Al safety research.
Such steps would contribute directly to public safety and security. Appendix 2 gives a list of
promising research directions in Al safety that NCAISR could contribute to.

The N C A | SmRssien could be to:

1. Conduct research into advanced Al safety and Al alignment, both independently and in
collaboration with leading academic and industry Al labs;

2. Conduct research into the effectiveness of published or proposed Al safety and Al
alignment solutions; and

3. Establish grant programs for universities, academic research groups, and independent
researchers pursuing research into advanced Al safety and Al alignment.
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Recommendation 2: Stimulate training and human capital
building in Al safety and related fields

The United States must continue to grow its workforce capacity in all relevant STEM and
interdisciplinary fields, including across Al. This is especially the case for Al safety and Al
alignment, specialized subjects which face a shortage of domain experts relative to the effort
needed to secure current and future Al systems. Al safety d as distinct from Al ethics d is the
scientific discipline dedicated to minimizing accident and malicious use risk from powerful Al
systems (see Appendix 1). Al alignment is the sub-field of Al safety research dedicated to
understanding and mitigating risks from future Al systems whose capabilities may rival or
surpass those of humans across a broad range of tasks. The field of Al alignment is particularly
underinvested by the private sector: we estimate that there are currently fewer than 100 Al
alignment researchers worldwide.

To address these education gaps, the government can direct investment towards academic
programs in Al safety and Al alignment. This may include degree programs, academic awards,
and new competency requirements for Al safety and advanced Al risk, consistent with NAIRR
strategic aims 1, 4, and 7.

We believe that the government can continue to deepen its investments in U.S. human capital
by supporting the establishment of degree and training programs in Al safety and Al alignment
research. This effort could involve:

1. Establishing and coordinating Al safety training programs;

2. Funding universities to establish degree programs in Al safety and Al alignment; and

3. Establishing new competency requirements for Al safety as part of computer science,
Al, and digital engineering workforce efforts.

Appendix 1: Al safety

Although problems in Al ethics have received significant attention from the public and private
sectors, far less policy attention and research funding have been devoted to addressing these
Al safety risks. There are three broad categories of Al risk:

1. Malicious use. Malicious use risk refers to the risk that bad actors may use advanced Al
systems to undermine U.S. interests at ever-lower costs and in novel ways. In particular,
humanlike text generation, photorealistic image generation, automated code
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generation, and real-time decision-automation systems each offer new attack vectors.
Al 0 s -soupce culture lends itself to the rapid proliferation of powerful capabilities. In
the wrong hands, these capabilities expose our democratic process, security, and
economic interests to threats at a scope and scale never before seen. We assess that
malicious use risk is the dominant source of Al risk. We expect this to remain the case
for the next 1-5 years.

2. Accident. Accident risk increases as Al is deployed in safety-critical physical systems
such as flight software and autonomous vehicles. As ever-greater segments of our
national infrastructure are managed with Al, the impact of accidental failures escalates.
We expect accidents to become the dominant source of Al risk within 1-5 years.

3. Alignment. Alignment refers to the technical challenge of ensuring that the most
advanced Al systems behave in a way that refle
Advanced Al systems often use dangerously creative strategies to achieve their
programmed goals. These strategies can be impossible to anticipate and difficult to
detect, occasionally deceiving their programmers into believing that the systems that
employ them are functioning properly when they are not. As future Al systems become
more capable and creative, an increasing body of evidence suggests that they may
exhibit dangerous behaviors. These behaviors may become so dangerous that they lead
to catastrophic outcomes, given that there is no fundamental limit to the capabilities of
the most powerful Al systems. We expect alignment risk to become the dominant
source of Al risk within 3-10 years.

Appendix 2: research areas in Al safety and Al alignment

Additional funding in Al safety and alignment research could accelerate Al adoption in the next

5-10 years. There are several promising research directions in Al safety and Al alignment

already, and many of the resear ousand accidemttisksons f ocu
would also inform Al alignment risk mitigation in the future. These research areas include:

1. Robustness. Robustness research aims at ensuring that Al systems are trained and
evaluated in contexts that closely resemble their real-world deployment conditions. The
idea is to ensure that an Al is not placed in a context in which its behavior has not been
characterized during its development phase, so that it does not take unexpected
actions. There are two kinds of robustness:
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a. Capability robustness. If an Al is not capability-r obust , it wondt beha
competently outside the contexts it was trained in. For example, a self-driving
car that is only trained in sunny weather might not drive competently in snow. A
failure of capability robustness can be a cause of accident risk.

b. Objective robustness. If an Al is capability-robust, but it is not objective-robust,
then it will behave competently outside the context it was trained in, but it may
pur sue a g¢goal fromhiatité desighers inteaded: @ne can think of

objective robustness failure in a system as
thingd. Objective robustness failure is hyrg
alignment risk, since an Al that competently pursues the wrong objective would

bedoingso at odds with its designhersd intent.

Assurance. This area includes approaches that help humans verifythatan Als y st e mé s

actions are, and continue to be, consistent with the wishes of its designers. Assurance

may involve continuous monitoring of an Al sys
advanced Al systems there is a risk that the system may learn to conceal some of its

actions from the monitoring system. For advanced Al systems, one area that appears

increasingly promising is transparency:

a. Transparency. This involves developing a mechanistic human understanding of
exactly how an Al operates and what its decision-making process is. Modern
frontier Als are built using neural networks with many layers, so this involves
understanding how the layers interact, what abstractions they use, and what
kinds of inputs drive which kinds of outputs.
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Re:Requesffor Information on the 2019Update of the National Artificial IntelligenceResearctand
Development Strategic Plan

SubmittedBy: SubmittedTo:

Amazon Web Services, Inc. NCO

12900WorldgateDr. Suite800 2415 Eisenhower Avenue
Herndon,VA20170 AlexandriaVA22314,USA

¢CKA& R20dzyYSyid Aa LINRPDARSR FT2NJAYTF2NXIFOGA2Yy T LidzNLIR
offerings and practices as of the date of issue of this document and is subject to change. Customers are
responsible for making their own independent assessnadihe information in this document and any

dzaS 2F !'2{ Qa LINRBRdzOGa 2NJ aSNBAOSad ¢KA&a R20dzySyi
contractual commitments, conditions or assurances from AWS, its affiliates, suppliers or licensors. The
responsibities and liabilities of AWS to its customers are controlled by AWS agreements, and this

documentis not part of, nor doesit modify,anyagreementetweenAWSandits customersForcurrent

prices for AWS services, please refer to the AWS websitevat aws.amazon.com

AmazonWeb ServicegAWS appreciateghe opportunity to submitfeedbackto the Officeof
Science andechnologyPolicy(OSTPin responseo its Requestor Informationto the Updateof the
National Artificial Intelligence Research and Development Strategit Plan

1. Comments on strategic aims, including suggestions to address OSTP's priorities of ensuring the
United Sates leadsthe world in technologiesthat are critical to our economicprosperity and national
security, and to maintaining the core values behind America's scientific leadership, including
openness, transparency, honesty, equity, fair competition, objetly, and democratic values.

Innovationis animportantgoalfor Al/ML (Artificial IntelligenceandMachineLearningpolicies.
2 { &dzZLJ2NILia GKS ! yAGSR {GFrGSaQ 320SNYyYSyild RS@St 2
We encourage greater investment into research and development (R&D) of AlI/ML (especially in areas

1https://www.federalregister.gov/documents/2022/02/02/202061/requestor-informationto-the-updateof-the-
nationalartificial-intelligenceresearctand
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wherethere are marketfailuresand/or gapsin private sectorinvestment),andlook for opportunitiesto
collaboratewith governmentdn this area.At the currentrate of Al/MLtechnologyadoptionaroundthe

world, Al /ML will deliver economic activity of around $13 trillion USD globally by 2030. This represents
about1.2%GDP growtlper year,whichishigherthanthe economigroductivitygrowth broughtabout

by either the steamengineor the earlyITboomof the 2000s? Longterm investments irAl/MLR&D are
essential to the US goal to remain a global leader in AI/ML development and deployment.

We agreewith the 2019updateof Strategyl: Make longterm investmentsn Alresearchwhich
emphasizes the importance of sustaining investment in fundamental Al research. We encourage the US
G2 O2ylGAydzS G2 Ay@Sald Ay adzllR2NIAy3a ! { 3F2BSNYyYSyi
including cybeidefense, data analytics, detectionfohudulent transactions or messages, machine
learning, robotics, human augmentation, natural language processing, interfaces, visualizations etc.
Moreover,specializeccomputinghardware,high-quality data,and,mostimportantly, skilledhuman
expertise ae all essential to enabling the success of Al/ML.

In order to remain a global leader in AlI/ML, the US must also build a more inclusive and
innovativeecosystenthat expandgo industry,academiacgivil society,andthe FederalgovernmentWe
Ydza i adzlL2 NI | yR SYNAROK (GKS @1ad dzydl LIISR LRGSYGA
these researchers the same resources and access to the same infrastructure for AI/ML R&D as large
companies. We must ensure that Federal funding of fouradheti AI/ML research does not simply take
place at universities but is commercialized in industry. Funding should be dispersed to an expanded
group of academia and civil society so that the pipeline of Al innovation does not deplete itself. Policies
must bdance the needs of all involved parties in AI/ML R&D while democratizing Al/ML research,
education, and innovation.

To this end, publiprivate partnerships between industry, government departments, and
academiaarenecessaryo continueadvancingnnovationsin Al/MLresearch.Highquality datasetsare
crucial for research in ARWS currently collaborates with academia and other stakeholders through
strategic partnerships with universities including but not limited to the following: University of
California, Berkeley; Massachusetts Institute of Technology; California Institute of Technology; and the
University of Washington. We also provide research grants through Amazon Research Awards and the
joint Amazon and National Science Foundation Fairime8$ Grants program. We are also active
members of multistakeholder organizations relating to Al, including OECD Al working groups and The
Partnership on Al. Moreover, we understand the need to expand Al/ML education itragitional
tech communitiesand also have our Machine Learning University, curriculum which provides anybody,
ly&8gKSNBL 4 Fyeéd GAYS | 0O0Saa G2 GKS ary$S YIFOKAYS
developers on machine learning, across community colleges nationally.
2. Suggestion®f Al R&D focus areas that could create solutions to address societal issues such as
equity, climate change healthcare,and job opportunities, especiallyin communitiesthat havebeen
traditionally underserved.

A)Addressingocietalchallenges

2 https://www.mckinsey.com/featurédsights/artificiatintelligence/notegrom-the-ai-frontier-modding-the-
impactof-ai-on-the-world-economy
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Al/ML should be humagentric and for the benefit of all. Already, innovative companies and
researchers are collaborating to use Al/ML to address societal challenges in areas such as agriculture
andsustainability healthcare energy, manufacturingandmore. Thisincludesour own AWScustomers.

IncreasedAl R&Dwill addressneedsandprovidesolutionsin healthcare.Forexample Al/MLis
advancindhealthcare needs ithe improvementof childsurvivalratesglobally.Accordingo UNICEFRnN
2019alone5.2million childrenunder theageof 5 died, with almost halfeing in the firsmonth of life.
A nonprofit research institute that develops scalable Al solutiorsotietal problems is using
smartphones and Al tools to further understand newborn health issues and identify undiagnosed
problemsin newborns.These insights heljp reduceinfant mortality by ensuringnewbornsreceive the
proper health care.

Whenthe COVIBEL9 pandemichit the U.Sin early springof 2020, university researcherad
alreadydevelopedanimagerecognitionmodelusingML to identify pneumoniain difficult-to-detect
cases. Because pneumomias quicky becoming one of thenajorindicators of severe infections in
COVIEL9 patients, AWS was asked for help setting up a system for applying the model in a clinical
setting that would enable medical practitioners to use the information in diagnosis andrteset

Healthservicesaroundthe world are under strainfrom agingpopulationsandover-stretched
resources, with the population aged 60+ expected to rise from 23% to 30% by RDpfhvides
2NBFYATFGA2ya GKS 06 Sy Sterin doaditiéns, providingdiaghosticauppoit) G A Sy G a
improving operational andystem efficiencyand supporting recovery. Recognizing the poterufahis
technology someofthe g 2 NJaR€sthealthorganizationsavesetagoalof becomingaworld leader
for Al use in healthcare.

Agricultural technology stanips are using Al/ML to monitor fiehd soil conditions and
improvecropyieldson farmsaroundthe world. Farmings responsibleor 80%of deforestation,with an
area the size of Spain cut down between 2010 and 2020 to make way for new farhdlgridulture
startups use satellite imagery, sensors, and software platforms to provide farming analytics. This
reduces time and money spent on field scouting and sumngetechnigues that are timntensive and
expensiveWith this information, the farmer canmakemore informed decisionson whichcropsto grow
and how best to care for them. Without the technology, it would take 49 years for one person to
manually mark 2illion fields. In total, a single startup has analyzed 376,835,301 hectares of fields in
the US and internationally.

Increased Al R&D can also improve access to job opportunities, especially for underserved
populations. Accordingo CommissioneKeithSonderlingpf the USEqualEmploymentOpportunity
Commission (EEOC),

[when]carefullydesignedAl canmaskfor protectedclassedikerace,gender,age,or disability.

It can hide for proxyterm§, A {1 S OF YRARIF 4SaQ ylIYSaxs (GKS ylYSa 2
particular gender or racial indicative clubs. It can offset the-dedumentedconfiderce gap

that leads womerto underreport their abilities on resumes angken to overstate theirs. It can
ARSYGATE | OFyRARIFGS0Qa FRe2HOSylG &a1Aftfas FyR A

3 hitps://www.greenpeace.org/usa/forests/issues/agribusiness/
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Inshort, Alcandeterminethe bestcandidatesbased nobnlyontheir merit but alsoontheir
potential while stripping out human bids

3. Commentsregardinghow Al R&Dcanhelp addressharmsdue to disparatetreatment of different
demographic groups; anél R&Dto evaluate and address bias, equity, or other concerns related to
the development, use, and impact of Al.

The development and deployment of AI/ML should place humans at the center. To address

concernf bias,Al/ML deploymentsshouldsupportinclusivity diversityof thought, and collaboration
to maximize the benefits of the technology for all of society.

AWSpublishedour ResponsibléJseof MachineLearningguidethat providesrecommendations

for responsibly dveloping and using ML systems, including mitigating bias and addressing other
potential harms:

1 Weencouragedevelopersaanddeployersto haveteamswith diversebackgroundsperspectives,

skills, and experiences. Al/ML researchers and users should assess whether teams include a
wide array of genders, races, ethnicities, abilities, ages, religions, sexual orientations, military
status, backgrounds, and political views. Theyusthdurther assess whether teams may have
gaps and consider adding underrepresented perspectives to fill those gaps to enhance
performance.
When collecting and evaluating data to develop and test models, we encourage developers to
considerits completenessrepresentativenessndbreadth.Diversityof datais often important
for use cases that involve personal characteristics like race and gender, but can also apply in
non-obvious contexts. Develop mechanisms to evaluate whether the data appropriately
represents real world use, and collect and test additional data to address underrepresented
attributes.
o0 Werecommendhat developerdmplementprocesseso understandwvhere biasmaybe
introduced by developers and mitigate human error. Create fairness godlsetrics
to measure performance across different subgroups, communities, and demographics
applicable to the use case, and test and measure progress against those metrics.
We recommend to deployers of Al/ML tools that they consider whether human review or
oversightover the operation of the system may be appropriate or necessary (e.g., in situations
where ML systemanaybe usedin amannerthat impacthumanrightsor safety),andif so,how
to best incorporate such human input into the overall operation of the systduman
reviewers should be appropriately trained on real world scenarios, including examples where
the system fails to properly process inputs or cannot handle edge cases, and have ways to
exercise meaningful oversight.

Addressingotential biasconcernsn emergingtechnologiesequirescollaborationfrom a diverse
group across industry, cigbciety,academicand government.R&D should focus on developing data

4 https://www.ihrim.org/2021/12/how-people-analyticscanpreventalgorithmicbiasby-commissionetkeith-e-
sonderling/
https://aws.amazon.com/machinéearning/responsiblemachinelearning/
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driventechniguesmetrics,andtools that industrycanoperationalizeo improvehow they measureand
mitigate bias in concrete terms.

4. Commentson Al R&Dto help addressthe underrepresentationof certaindemographicgroupsin
the Al workforce.

Greater access to Al/ML education and training will lead to a more diverse workforce. The US
government needs to support largecale educational initiatives to ensure increased access for people,
especially for underrepresented groupBhis additional investment by the Federal government will
allowthe workforceto more accuratelymirror adiversepopulation.Exposingtudents,particularlyk-12
students, to Al/ML education equips them with the lifelong skills that are necessary tbsaitessful
careers in Al/ML fields. By addressing the gaps in education across the nation, which lead to an
underrepresentation of certain groups in the Al workforce, we will see a more diverse group of people
entering the workforce.

AWSis committedto helptrain the future generationby investingin Al/MLeducation,andis
investing in programs that serve communities that have rarely had access to this type of education.
LYFT 2y Q& LINAYEFNE O2YLJzi SNI 80ASyOStafaudmed SR AYAGAL
childhood to career program aimed at educating 10 million sthtd from underrepresented and
underserveccommunitieseachyearto try computerscienceandcoding.We encouragedevelopingand
increasing access to Al/ML training as a way to see an increase in diversity within the workforce in the
future.

AI/ML training should target colleges and commuritleges thatire nontechnical toexpand
accesdo skilldevelopmentandensurethat studentswho are not often the targetsof technicaltrainings
have the ability to pursue careers in Al/ML. This can be accomplished by supporting continuing
educationprogramsfocusedon Al/MLin nontraditionaltech communitieswhichwill ultimately increase
the diversity of the Al workforce. For examplel.Whas been used for over six years to train our
engineers, and last year much of this content has been available for free to customers and programs in
community colleges nationally.

Increased accessibility to Al R&D will also help reach new audiencéscagase diversity in
tech. For example, to help researchers learn about cloud computing, AWS curated a listagtnon
RSYIFYR 2yftAyS O2dz2NBSa (FAf2NBR (2 THHBWSresbdtK SNA Q Yy S
team selected this list of coursédrom hundreds of available courses, specifically those who want to
learnfoundationalcloudservicesTheseonline coursesre availableat anytime to helpuserslearnnew
cloud skills and service&WS helps researchers process complex workloads twdimg the cost
effective, scalable, and secure compute, storage, and database capabilities needed to accelerate time
to-science Scientistcanquicklyanalyzemassivedatapipelines store petabytesof data,andsharetheir
results with collaborators around the world.

5. Commentson strategicdirectionsrelated to international cooperationon Al R&D andon providing
inclusive pathways for more Americans to participate in Al R&D. Additionally, comments are invited
as to exsting strategic aims, along with their past or future implementation by the Federal
government.

A) Supportfor global Al standards
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Geopolitical realities have contributed growingrecognitionof the importance of government
participationfor enhancingcooperationon digital technicalstandards Work on standardsdevelopment
also offers an opportunity to accelerate a broader joint technology agenda. The recent G7 Digital and
Technology MinisteridDeclaration was a particularly solid endorsement, specifically its detailed annex
on collaborationon digitaltechnicalstandardsTheR S Ot I NehdiraethghDf inulti-stakeholderand
industryled standards developmentand of standards consistent with open, democratic societies
provides a robust framework to guide collaboration. As such, the US should seek to expand strategic
cooperation on standards development among the US, EU, Canada, and the UK, aroimgplidde
countries, and among states that are undecided on the direction of their technology governance,
including in the Global South.

To ensure greater diversity and representativeness in Standard setting bodies, the US should
provide financial and technical suppdor subject matter experts (SMESs) and other stakeholders less
likely to otherwise participate in the process. Working with4ikimded countries, the US should work
on joint coordination and identification of the types of technical capacity requireatit@nce specific
standards, and then seek out the corresponding availability of suchkmmowin underrepresented
organizations. Understanding the realities of the settings where these talents are located will help
identify the correct policy and financimgechanisms to incentivize participation (tax credits to-pre
revenuestartups,for example will be of little value).Indeed, effortso render SDOsnore accessibléo
voices across the stakeholder spectrum will help serve their core mission to prodoieg gtchnical
standards that enhance competitiveness, innovation and the public interest more broadly.

Indeed, it is our view that there are still numerous Al standards to be launched and developed
andthat manyAlstandardscurrentlyin advanceddevelopment(ISO42001on AlManagementSystems,
for instance)will requirefurther refinementand precision likely basedon certaincategoriesof high-risk
usecases. This will require work and deep technical expertise.

Finally, the US and its closedted will have to look beyond standards alone if they aim to drive
supportfort andbroaderglobaladoptionoft their Algovernanceoadmap.Forinstance the USshould
engage their respective cooperation agencies to address technology development issues and digital
infrastructure plans across the Global South. The UK, for instance, has been active in cyber capacity
building across partner countries in the GloBaluth. Efforts of this nature should be broadened and
reinforced,alongsideparallel efforts to address the digital technical standards meant to underpin Al
governance. This reflects a call to action of the National Security Commission on Artificigeimtell
(NSCAI).

We support the work that NIST performs in benchmarking, but continue to advocate for
improvedtestingmethodologiesandresourceghat would allow NISTo performbenchmarkinglirectly
evaluating cloud hosted capabilities.

B) InternationalColaborationwith foreignbodiesthat haveAl principles

AWSsworkingcloselywith the OECDo demonstratetheir implementationthroughvarious
tools, including our own responsible use guidelines and more technical tools, such as Amazon
SageMaker Clarify. Moreover, AWS is actively involved in international Al standards setting
organizations as well as collaborating on international degjtdlation like the EU Al Act.
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6. Commentson existingstrategicaims,alongwith their pastor future implementation by the Federal
government.

Since the 2019 update, multiple federal agencies have incorporated ethics principles to guide
the wayin whichAlisadoptedandapplied.Forexample the Departmentof Defense adoptedh 2020
and reaffirmed in 202Ethical Principles for Artificial Intgiénce while the intelligence community
adoptedPrinciples of Artificial Intelligence Ethics for the Intelligence Comnmasiitiell as the
IntelligenceCommunityArtificial IntelligenceEthicsFrameworkWe encouragehe 2022updateof the
Strategic Plan to reference these efforts.

We thankyoufor the opportunity to respond.
Sincerely,

ShannorKellogg
VicePresident AWSPublicPolicy¢ Americas
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Al R&D RFIResponsdeam
2415 Eisenhower Avenue
Alexandria, VA 22314, USA

Submittecelectronically viaRegulations.gov
RE: RFI ResponseNationalArtificial IntelligenceResearclandDevelopmenttrategidlan
To Whom It May Concerii

The AmericanPsychologicaAssociation(APA) appreciatethe opportunityto comment
on the National Artificial Intelligence Research and Development Strategic Plan require for
information. This request represents a step in the right direction towards ensuring that
stakeholders acreglisciplines are represented in future efforts to deploy artificial intelligence.
In addition to the comments below, APA endorses the comment submitted from the Society for
Industrial and Organizational Psychology.

APA is thelargestscientificandprofessionalorganizatiorrepresentingsychologyin the
U.S., numbering over 133,000 researchers, educators, clinicians, consultants, and students. For
decades, psychologists have a played vital role in the development and deployment of
technologies and neuddjical science. These contributions have been essential to the currently
available artificial intelligence enabled technologies and psychological science should continue
to be at the heart of strategic planning of Al deployment.

The comments below repredehree primary areas where thegategic Plarshould
ensurdahedisciplineof psychologyis included:increasednvestmentsn researcton artificial
intelligence, ethics of artificial intelligence, and artificial intelligence and implicit bias.

Increasedlnvestmentsin Researchon Artificial Intelligence

APA strongly supports theeed foradditionalinvestmentsn research related to Aritial
Intelligence. From the current technological and research standpoint, it is almost impossible to
predict the impact of future Ahformed technologies. There is an imperative that as the
technologiegrowin their capabilitiesandprevalence, thaksearchsurroundingheirimpactalso
increases. Future research funding in this area should ensure that psychological and behavioral
science is adequately represented. The impact of Al on mental and behavioral health must
continue to be examined to ensure mitigate any harmful impacts caused by new systems.

750 First Street, NE
Washington, DC 20002-4242
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Ethics of Artificial Intelligence

There are some fundamental research opportunities the Al research community must
investigate. Al Ethics and Psychology is an evolving discipline essential to the study of how Al
learns from society and humans and how Al makes consequeriiibds in critical setting’.
Studies have demonstrated that Al automatically learns implicit biases from language corpora
and accordingly perceives the world in a biased mafifieese implicit biases that have been
documented in social psychology forcdédes include racial, gender, sexuality, ability, and age
attitudes® Moreover, theséndings provideinsightsabout howlanguageamightbeimpactingthe
social cognition of both Al and humans.

There are, additionally, ethicahplications for whatAlleens, how Al | ear ns,
subsequent decisiemaking. For example, developing transparency enhancing algorithms for
measuring and simulating Al bias and equity would make it possible to analyze the ethical
implications of Al in a variety of domains inaling natural language and computer vision.

Alternatively, these Al methods could examine and analyze current and historical social and
humancognition?® This researctprogramwould allow for understandingpow Al is co-evolving

with humanity, as Alisslpmi ng soci ety and i mpacting individ
manner and at amprecedented scale. Whideyond thescopeof this Request foinformation,

there remains no comprehensive regulation for auditing how Al impacts equity and fairness in
democratic societi€sConsequently, these promising research areas of computer and

1 CaliskanA., Bryson,J.J., &Narayanan, A.(2017).Semanticslerivedautomaticallyfrom languagecorpora
contain humadslike biasesScience, 356334), 183186.10.1126/science.aal4230

2Pandey, A., & Caliskan, A., (2021pisparate Impact of Artificial Intelligence Bias in Ridehailing Economy's
Price DiscriminationAlgorithms.In Proceedingsf the 2021AAAI/ACM Conference orl, Ethics,andSociety.
822-833.

3 Greenwald, A. G., & Banaji, M. R. (1995). Implicit social cognition: Attitudes-esléem, and stereotypes.
PsychologicaReview1021), 4i 27. https://doi.org/10.1037/003395X.102.1.4GreenwaldA. G.,McGheeD. E.,
& Schwartz, J. L. K. (1998). Measng individual differences in implicit cognition: The implicit association test.
Journalof Personalityand SocialPsychology74(6), 1464 1480.https://doi.org/10.1037/0022514.74.6.1464

4 Steed, R., &aliskanA. (2021).A setof distinctfacial traitslearnedoy machiness not predictiveof appearance
bias in the wild Al Ethics 1 249 260.https://doi.org/10.1007/s4368120-00035y

5 Caliskan A., & Lewis, M. (2020,July 16). Socialbiasesn word embeddingandtheirrelationto human
cognition.https://doi.org/10.31234/0sf.io/d84kg

6 Caliskan A. (2021,May 10). Detectingand mitigatingbiasin naturallanguageprocessingBrookingslInstitution.
https:/ivww.brookings.edu/research/detectamgd mitigating-biasin-naturatlanguageprocessing/
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informationsciencecontributeto datadrivenpolicy makingandlaw while havingimplications
for psychology, political science, sociology, linguistics, and philosophy.

Artificial Intelligenceand Implicit Bias

Given evidence that Al can reproduce discrimination and bias against individuals and
groups, it is imperative to leverageypbological science and examine people's expectations
about and reactions to the fairness and potential discrimination of Al versus human agents. An
emerging line of research suggests that people expect Al to be less biased than humans in some
casesandare lessoutragedvhentheylearnof biasfrom anAl versushumanactors’ Algorithms
appear less discriminatory than humans, perhaps incorrectly engendering trust and comfort from
human users. The early evidence shows that decisions about Al and honpieiménted
reflect theworld viewandvaluesof the human beings/ho design them and set policy for haw
is used. Given the massive and increasing influence of Al on people's lives, it is critical to better
appreciate how people understand and react to such influence, especially when the Al is
perceived to be biased or unfair.

Without the help of psychological science, we risk harming already disadvantaged
populations and creating systems that perpetuate harmful stereotypes and bias. Al systems are
oftentrainedusinglargedatasetsof humanattributesor demographicthathavethe potentialto
integrate biases related to gender identity, race, and other characteristics. These systems then
spread the biases in their interactions with humans or other technanfogyed systems, with
implications for equity and fairness. Psyclppio st s 6 research on the vari
bias and the detrimental impacts are being usddwelop data sets that are less biased and Al
systemghatcandetectandcompensatéor biasesn data.Findingsfrom thisresearctshouldbe
incorporatednto future deployments of artificial intelligence tools, especially when being
funded or used by the federal government.

While we remainbroadlysupportiveof thestrategicaimssetforwardby the National
Artificial Intelligence Research and Development Strategic Atas important that
psychological and behavioral science is included in each strategy to ensure comprehensive
consideration of the broad impact of Al technologies.

APA againthanksyoufor the opportunityto commenton this policy. If APA canbeof
any further assistance, please contact Corbin Evans, Senior Director of Congressional and
Federal Relations, _

7Jago, A. S.& Laurin, K.(2021).AssumptionsAboutA | g o r iCaphcityfordiscrimination.Personalityand
Social Psychology Bulletifttps://doi.org/10.1177/01461672211016187
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KatherineBurnettMcGuire,MS
Chief Advocacy Officer, APA
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Update of the National Artificial Intelligence Researchand DevelopmentStrateqic Plan

Anthropicwelcomes th@pportunity toprovide feedback tthe Officeof Scienceand
TechnologyPolicy (OSTP)in responsé¢o a Requestor Information(RFI) onupdatego the
NationalAtrtificial Intelligence Research and Development Strat@jan. Our submission
focuses on recent developments in artificial intelligence (Al) research, and how the federal
government can foster a more competitive research and development (R&D) environment
through additional support of four existing strategies.

Anthropic is arAl safety and research company working to build reliable, interpretable, and
steerabld 1 systems. Wedre an organization with bac
policy, andwe approaclAl developmentrom acrossdisciplinaryperspetive. Ourfounding
teampreviouslyworkedat OpenAl,wheretheyhelpeddevelopalargescalelanguagenodel

call e, MGRVhi ch played a key r oAlgysteams. t he r ecen

In this response, we provide a brief overview of some of the technical advancements made since
the 2019 Update that demonstrate just how quickly progress mo&ésire argue that who
drives(andultimately benefitsfrom) this progresshasbecomencreasinglyunequabverthe past

decade, with a larger concentrationfdfdevelopment driven by a small number of industry
actors As aresult,thedevelopmenof Al systemsandthe broaderecosystenthatsurrounds
themareprimarily influencedby commercialpriorities, which do not necessarilyeflectthe

needs of the public.

Thelack ofbroad public participatiom Al development, coupled witln insufficientAl
assurancecosystemthreatemot only acompetitiveR&D environmentputalsopublictrustin

Al more broadly.The federal government can rectify these challenges by bolstering support for
current areas in the Strategic Plan: laagninvestments il research (Strategy 1), shared
publicinfrastructurefor Al trainingandtesting(Strategyb), developingrustedAl measurement
initiatives (Strategy 6), and using those efforts to validatefthsystems are safe and secure
(Strategy 4).



Sincethe 2019Update Al ResearchhasMade TremendouslUnexpectedProgress

As articulated inthe 2019 Update, progress Al wasi until that pointi largely drivenby

A n ar Alsystemdhatdemonstratedtrongperformancen specifictasks(typically basic
classificationor patterarecognitiontasks) while moregeneralpurposeAl systemgemained
elusive. Less than one year after the 2019 Update was written, OpenAl released a language
mo del c a-B b agystein Rt Tould read, write, and classify text, and could be
programmed via people giving it instructions in natural |aggu

GPT-3 andthemodelsthatfollowed (e.g.MicrosoftandN V | D | idbesg aTurim@NL G0
Deep Mi ndo s etdi)@prpshnt a newclass of genataystems. Crucially, they are
generativeAl systemgd insteadof simply classifyingor recognizingpatternsn existingdata Al

can nowgenerateoriginal data. This data often takes the form of written content (or for some
models, synthetic imagery), and can be produced at such a high degree of quality that it is, in
some cases, indistingnable from data created by humans. These models represent a
fundamental shift in the capabilities AF systems and have altered the trajectory for frontier
research and development in Al.
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Timelineof publicdisclosuresof GPT-3 scaledensdanguagemadelst

This new class of general models has made remarkable progress towards a number of goals
describedn the 2016 StrategicPlan,which wereconsideredi s tf ia bffi@tthetime thePlan

was written. These systems come much closer
intelligencein abroadrangeof cognitived o ma itharsvhabwasenvisionedn the Strategic

Plan and its subsequent Update. For example, they can increa$igctaecy of software

1 Brown, T. B., etal. (2020).LanguageModelsareFew-ShotLearnersarXiv. https://arxiv.org/abs/2005.14165
2 Smith,S.,etal. (2022).Using DeepSpeedndMegatronto Train MegatronTuring NLG 530B,A Large-Scale
Generative Language ModalXiv. https://arxiv.org/abs/2201.11990

3Rae,J.W., etal. (2021).ScalingLanguageModels:Methods Analysis& Insightsfrom Training Gopher.arXiv.
https://arxiv.org/abs/2112.11446

4Ganguli,D., etal. (2022).PredictabilityandSurprisein LargeGenerativeVlodels.arXiv.
https://arxiv.org/abs/2202.07785
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engineers in computer programming t&sksd generate creative and original images from plain
textdescriptions In thethreeyearssincethe Update developersiavebuilt agrowingnumberof

systems that can do the tasks the Strategic Plan considered aspiratiahal case of
generative | anguage model s ( e. Alsysteimoascabler e pr e s
to read and summarize text, answer questions about complex téshbjezts, and generate

original prose.

Research and developmen®ihhas progressed far more quickly than what was anticipated in
the 2016 Strategic Plan and the subsequent 2019 Update; we now have systems that can
successfully complete a variety ofkasvithout explicit training. This rate of progress,
potentially accelerated by enhanced government support, suggests a future of increasingly
powerful generafl systemsBreakthroughs in Al R&D now occur far too quickly for

national strategic plansto be updated on a three-year cadence;without detailedandtimely
informationaboutAl progressthefederalgovernmentisks missingcritical researctpriorities

and areas for additional investmert more frequenteview of the Strategic Plan could help
translataealttime researchindingsinto actionableeecommendationthatsupporta competitive
R&D environment.

Rapid Progress irAl Has Been Isolated to a Handful of Privat®rganizations

Despitetherecentinflux of largescalegenerakystemspnly a smallnumberof highly-resourced
organizationsreableto developthem.Today,thesemodelsaredevelopedy privatecompanies,
either established technology firms or smaller startups, with academic institutions and public
sector organizations notably missing. This is largely due to the resoteosity of these
systems. Developers must have access to sufficient asoucomputing power (compute) to
train these models, which can cost on the order of several millions of tiatiarfar exceed
academic research budgets for this sovrark.

Beyondthesignificantcost,Al systemdhavebecomesolargethatt h e yné@easnglyunwieldy
to train. Wheresystemsavereonceableto fit onasingleprocessort o d drgniiessystemsnust
be distributed across massive clusters of processors working in parallel, requiring highly
sophisticate@doftwareengineeringskills®. Unlike otherstakeholderin Al developmentindustry
actors have access to both large R&D budgets and exceptmynatering talent. This has
createcadynamicwherea smallnumberof industryactorsdrivesanincreasingoortion of
computationallyintensive Al research.

5 GitHub. (2021).GitHub Copilot. https://copilot.github.com/

50OpenAl.(2021,Januang). DALL-E:Creatinglmagesrom Text.https://openai.com/bloa/dadl/

" WhittlestoneJ.,& Clark, J.(2021).Why andHow Government§houldMonitor Al DevelopmentarXiv.
https://arxiv.ora/abs/2108.12427

8Lohn,A., & MusserM. (2022).Al andCompute- How Much LongerCanComputingPowerDrive Atrtificial
Intelligence Progresenter for Security and Emerging Technology.

https://cset.georgetown.edu/publicatiordadcompute/
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26 Al Compute: Industry vs Academia % of Large Scale Al results from Academia
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(Left) Theamountof computerequiredby major Al projectsovertimeis increasingexponentiallyfor bothacademic
(blue) and industrial (orange) project@Right) The proportion of largescaleAl results from academia is steadily
decreasing. Blue curve represents a Lowess fit to thé.data

As coststo build frontier Al systemdavegrownlargelyout of reachfor academicstakeholders,
publicfundingfor universityR&D haslagged exacerbatingn alreadyunequabplayingfield for
model development. With data from the Organization for Economic Cooperation and
Developmen{OECD),ITIF foundthatthe United Stateganked24th out of 36 nationsin terms

of government funding for university R&D, as a portion of gross domestic product. The study
alsofoundthatthe United Statesvould needto spendanadditional$90billion peryearto match

the university R&D spending of the 1st place country (Nojday

These two interrelated factorsi increased costs to build advancedl systems and
insufficient public funding for non-commercialresearchi havecreateda vastly unequal
R&D landscapethat requires federal intervention. Without additionalinvestmentirected
towardspublic organizationsthe future of Al developmentvill be controlledby a handfulof
private actors, primarily motivated by commercial interests.

Commercial Incentives Influence the Systems that Get Built and the Brodtrs/stem

Due to the incentives of private industry, corporate organizations may be more inclined to
prioritize profitable deployments over systems with fewer economic use cases but broader
societalbenefit.In contrastacademianaybe motivatedmoreby the pursuitof knowledgethan
profit, and has more immediate access to varied expertise for interdisciplinary research and
evaluation ofAl system& A thriving R&D environmenti whereboth industryandacademia

9 Atkinson,R. D., & GaworaK. (2021 April 12).U.S.UniversityR&D FundingFalls Further BehindOECD
Peers Information Technology & Innovation Foundation.

https://itif.org/publications/2021/04/12 iumiversityrd-fundingfalls-furtherbehindoecdpeers
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canparticipatefully T will requireaconcertedeffort to bolsterStrategied and5 of the Strategic
Plan.

Beyond having an outsize role in determining the types of systems that get ¢nelaistdy
actorsa r egentierallyin thebusines®f creatingmeasuremerdgndmonitoringinfrastructureor

a broad range @&l technologies. While individual companies nagate methods to evaluate
theirown systemsn isolation,t h e littke (h&entiveto build the broaderecosystento critically
evaluateAl models for safety or public benefit. Where other stakeholders (e.g. public sector,
academiagivil society,etc.)might otherwisestepin andfill thatvoid, theylacktheresourceso
build these models and access them directly.

Wereferto this measuremergndmonitoringinfrastructureasanfi a s s uer caonscyesriageim, 0
of overlapping protection mechanisms that provide certainty and trugtitegstems will

operate as intended. With an orientation towards the public interest, the federal government
should be the primary stakeholder to develop this ecosysté&iassurance, and can work in
collaborationwith academic researchers and csakiety.

While boththe2016Planand2019Updatehighlightthe needfor Al evaluationgo verify system
safety,morework remaingo bedone. We must developstandardized performance and safety
indicators, be able to accurately and uniformly measure those indicators, and create a
process to regularly evaluatéAl models at scaleThis system would need to be built with
adaptability in mind, in order to evolve amirement techniques with new developments from
the research community. By placing renewed emphasis on Strategies 4 and 6 of the Strategic
Plan,thefederalgovernmentanstaymoreattunedo reakttime progressandfosteraresponsible
R&D environment.

The Government Should Support Broader ParticipationAh Development (Strategies 1 &)

We echotheconcernn the2016Planthatstatedi p r o gwilllessfferif Al trainingandtesting

is |imted to only a few entities, o and wunfor
recent releases of largealeAl systems. The federal government can rectify this imbalance by
creatingpublic experimentainfrastructure a shaedresearclenvironmenthatincludesaccess

to compute resources and datasets through a centralized user inferfagative of this sort

could facilitate largescaleAl experimentation and model development for academic

stakeholders, and it is tls¢rongest way to support lostgrm investments iAl research

(Strategy 1).

Since the 2019 Update was written, Congress passed the Natidniilative Act of 2020,

which amongotherefforts, directedthe NationalScienceFoundation(NSF) andthe Office of
ScienceandTechnologyPolicy (OSTP)to form a NationalAl ResearctiResourcéNAIRR) Task

Force to design a roadmap for how this kind of shared public infrastructure could be created at



scaleTheNAIRR representanopportunityto bothrestorea healthybalancebetweenndustry
and academic contributions Av R&D, and also to include researchers that have historically
been underrepresented in Al.

Anthropic firmly supports the goals of the NAIRR; we view its future establishment tdoe

the successful manifestation of Strategy 1, and the ideal environment to host the compute
resources, datasets, and testbeds outlined in StrategyW¥ithout the NAIRR, academic
researcherg/ould needto negotiateandmanageomputeaccessvith cloudserviceprovidersor
high-performance computing centers, spend valuable research time on software management
needs, and work only with open source data or data available within their institution. Instead of
accessing communal resources through centnadlyaged infrastructure, every academic

research effort would need to tackle these hurdles independently, ultimately taking away from
time spent on innovative R&D.

The need for sufficient computational resources and-tigtlity datasets reflected in the 2019
Update to Strategy 5 has become even more pronounced in this new era ofAjesystaims.

As described above, the amount of compute required for Mbjojects has rapidly increased

over time, with general systems being among the most compatensive. With sufficient
funding,the NAIRR canhelpreintegratehe academicstakeholdershathavebeenpushedut of

frontier research due to rising costs indabdevelopment. To ensure academia can build and
research the kinds of general systems currently developed by industry actors, the NAIRR should
reserve a notrivial percentage of compute resources for a handful of indgstle projects.

Strategyb accuatelynotesthattheresourceso train andtestAl systems includingcompute,

quality datasets, and interactive testbedss a fAsi gni fichaht edgeldl i Whg o
private industry has access to an abundance of proprietary data from deployeércial

products Al researchers in academia typically rely on open source datasets or data available

within a university settingd shared experimental resource such as the NAIRR could provide

secure access to public sector data for research in atbdsroad societal relevance (e.g.
healthcareglimate theeconomyegtc.),ratherthancommerciainterestsof the privatesectot’.

CompetitiveAl R&D Requires Robust Systedssurance (Strategies 4 &)

If thefederalgovernmentvantsto ensuregheU.S.Al researclanddevelopmentommunityis
working in the interests of both the economy and the nation at large, then the government will
needmoredetailedandtimely informationabouthowAl researchs progressingSpecifically,

the government should seek to measure and monité tlesearch landscape (or work with
partners who can), to give it better information about the rapidly evolving stateAdf the
ecosystem. In doing so, the government will be better eqdifipevaluate nevesearch

10 stanfordUniversity HumanCenteredrtificial Intelligence (2021,0ctober).Building a National Al Research
Resourcehttps://hai.stanford.edu/whit@aperbuilding-nationatai-researckresource


https://hai.stanford.edu/white-paper-building-national-ai-research-resource

priorities,comparehe strengthof the US R&D landscapeelativeto othercountriesandcreate
standardized approaches to impact assessments and system aSsurance

In addition to building out dedicated monitoring infrastructure, the federal govercarent
continueto collaboratewith externalexpertso betterunderstandurrentresearctefforts atthe
frontier of thefield. Throughpublic commentperiodsandadvisorybodiessuchasthe National

Al Advisory Committee (NAIAC), a range of stakeholders can present a more comprehensive
and representative account of theR&D landscape. Without the reime insights made

possible through regular monitoring and public participation, the information astyynm

between the private and public sectors will widBms asymmetry increases the risk of unsafe
deploymentsteactiveregulatoryresponsesandthedevelopmenof Al evaluationprogramghat
benefit commercial actors rather than the public

Beyond keeping the government informed of the speéd pfogress, investing in an assurance
ecosystenwill allow multiple stakeholdersheability to properlyevaluateandverify Al systems

for performance and safety. System assurance provides model developers with certainty in the
reliability of their models, end users with trust that models will act as intended, and government
stakeholders with confidence that systems are safe for the general gffielctive evaluation is

also a necessary prerequisite for meaningful regulation. For a wide variety of other powerful
technologies (e.g. aviation, food and drugs, vehicles, etc.), we have dedicated institutions that
develop product safety standards aigdrously test systems for compliance, yet we lack the
equivalent foAl.

Assurance is critical not only for verifying system safety it also enables stronger R&D.
Strategy 6 of the 2016 Plan correctly recogni
innovationby promotingadvancementgimedat addressingtrategicallyselectedscenariosthey

additionally provide objective data to track the evolutioAdf s ci ence and techno
six yearsfollowing thereleasenf the 2016 StrategidPlan,w e 6 witeessedncredibleprogressn

thefield of Al butunfortunatelythe developmenbf objectivestandardeandbenchmarksasnot

kept pace with technological progress.

While isolatedmeasuresf performanceindsafetyexistfor specfic domainsno comprehensive
assurance system exists for the vast rangé tefchnologies in development and in use today.

For certain tasks such as image recognitionAth& ML community can turn to standardized
datasets and evaluations (e.g. Imagé)& measure the performance of computer vision
models. Drawing on this foundation, we must build standardized ways to measure and test the
potentialsocialeffectsof thesesystemsd Do theyexhibitbias?Do theyactin accordancevith
widely-heldhumanvalues™Do theysharesensitivedatathatmayhavebeenencounterediuring

model training?

' ImagenetRetrievedVar 1, 2022 from https://www.imagenet.org/index.php


https://www.image-net.org/index.php

We seethis work asbestsuitedto the public sectorandorganizationsuchasthe National

Institutes of Standards and Technology (NIST), with support from the broader research
community.Thedevelopmenof Al testbedsgcreatedcandmanagedy NIST, would allow for the
comparativeevaluationof differentAl modelsusingcentralizeddatasetsndstandardizedesting
protocols. In addition to building testbeds directly, NIST could validate and collate evaluations
created by independent researchers to create a catalog chNp8dved tests for deployed
modelsandthosein developmentThesearesignificantefforts; NIST andotherschargedwith

this work must be properly resourced in both infrastructure and expert personnel.

In parallelwith effortsto build standardsandbenchmarksthefederalgovernmenshould

provide financial grants to researchers specifically interested in building measAtes of
assurance and could do so through initiatives such as the NAIRBnificant allocation of
research grants could be reserved for researchers developiranassandicators with wide

societal relevance, including measures of model bias or accuracy. Broader patrticipation in the
developmenandevaluationof Al systemswill leadto amorecomprehensivandrepresentative
ecosystem foAl assurance. Being able to objectively measure and validatéhsystems
perform(Strategy6) will beacritical componento ensureheir safetyandsecurity(Strategy4).

Conclusion

In the time sinceéhe 2019 Updatevasw r i t t e Been awapi@mergence ahcreasingly
capable, generdll systemsThese models demonstrate a surprising range of capabilities, ones
theywereneverexplicitly trainedto do. T h e yuéedt@augmenthework of professionaland
hobbyists andtheypresenuswith expandedgossibilitiesfor whatit meango generateoutputs

that are creative, valuable, and socially relevfiien a diverse network of people can play an
active role in the development and oversight of thesesyst , we 6r e f ar Almor e
technologies that can be used to tackle meaningful challenges with broad public interest.

TheP | astré@tegigrioritiesi if supportedully i aredirectionallyalignedwith theneedsf a
futurewherethesesystemsareintegratednto multiple facetsof everydaylife. Thegovernment
can accelerate progress in letegm, fundamental research (Strategy 1) by expanding public
accesdso experimentainfrastructurg(Strategybs). By creatingarobustecosystenfor Al
monitoring and assurance (Strategies 4 and 6), the government can ensure that those
advancements are safe, trusted, and brdastgficial.

Thank you for your work on this critical topic, and for the opportunity to prawioit.
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COMMENTS8N RESPONSEORFITOTHBUPDATE
OF THE NATIONAL ARTIFICIAL INTELLIGENCE
RESEARCH AND DEVELOPMENT STRATEGIC PLAN
(DOCUMENT NUMBER 2022161)

Thenon-profit Associatiorfor ComputingMachinery(ACM) with morethan 50,000U.S members

and approximately 100,000 worldwide,iisk S ¢ 2 NI RQ4& f andNdiénifid coprtia® | G A 2
a2 OA S ¥®Tethhado@@Policy Commiti@STPC), currently comprising more tH&0

members serves as the focal point for ACM's interaction with all branches of the US government,

the computing ommunity, and the public on policy matters related to information technology. It

is charged with providing policy and law makers throughout government with timely, substantive
andapoliticalinput on computingtechnologyandthe legalandsocialissuego whichit givesrise?

Ly NBalLkRyasS G2 KS hFFAOS 2F {OASyOS IyR ¢SOK
Updateof the NationalArtificial IntelligenceResearctand Development Strategielanof February
1, 2022 (RFAUSTPC is pleased to submit the following commeénts:

CANBGOE ¢KAES ¢S &dzLIR2NI £t SAIKG 2F GKS &aidN
3SyO0S w35 {GNIGSIAO0 ttlyyY Hnmep ! LIRFIGSZe 6S | N
andupdated.We especiallyencourageafocuson strategies3 and4: & dzy’ R S Nadaddrgskhe
SGKAOIf X €£S3rfx YR a20ASGlf AYLXAOFIGA2YEA 27
respectively. The Committee notes that building systems thateaehthese aims is difficult. We

believe, therefore, that emphasizing and enabling research to advance the field of accountable Al
system design is especially important.

! Toarrangefor atechnicalbriefingfrom USTP@nd otherACMexpert members, pleaseontactAdamEisgrauACM
Director of Global Policy & Public Affairsaatnpo@acm.orgr 202580-6555.

2SeeB7 FR5876(Februarny2, 2022)at https://www.federalregister.gov/documents/2022/02/02/20292161/request
for-informationto-the-update-of-the-nationalartificiakintelligenceresearchand

3 The lead author of these Comments for USTPC was its Artificial Intelligence & Algorithms Subcommittee Chair Prof.
JeannaMatthewsof ClarksorUniversity.Alsocontributingwere USTP@embersL.JeanCamp Charalampo£helmis,
Thomas Chen, Carlos Jiméngmon Rosenthal, Ben Schneiderman, and Kenneth Zhang.
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Second, we recommend that the Strategic Plan adopt the broadest possible definition of artificial
intelligence to include, specifically, automated or algorithmic decisiaking systems more

broadly. This is appropriate and necessary because, when autdnsgtems are used to make
critical decisions impacting society and the lives of individuals, the ethical, legal, societal, safety
and security issues are similar regardless of the complexity or interpretability of the algorithms.
Analysiof safetyand security shouldincludecomprehensiveevaluationof datacompilationsused

for training, the accuracy of decisignaking systems, and the potential for the abusive use of
platforms.

Third, we encourage revision of the current plan to rank tiers of systems based on the critical
nature of their impact on individuals and society and to hold systems classified in higher tiers to
proportionately higher standards of verification and validat testing, documentation and
explanation. The criteria for determining the level of rigor applied to a system should be
dependent on its impact on individuals and society, rather than the complexity of its algorithms,
or of the size or nature of the cqmany producing it. Automated decisignaking systems

impacting human life and liberty should be held to the highest standards including independent
verificationandvalidation,audittrails, andretrospectiveanalysef failures. Thesameshouldbe

true for systemsieployed inhigh impactor highly regulated areas such faising, housinggredit,

and the allocation of public resources, and others.

Finally, in updating the National Artificial Intelligence Research and Development Strategic Plan,
werespeck dzt £ @ O2YYSYyR (KS F3SyodeqQa FdaSydazy G2 0
Transparency and Accountabifignd its seven associated principles: 1) awareness; 2) access and
redress;3) accountability;4) explanation;5) dataprovenance8) auditability;and 7) validationand
G6SadAyao ¢KS {GlFGSYSydG Aa | 22Ayd LINRPRdzOG 27

AGy Q@STechnologyPolicyCommitteelooksforward to assistingDSTPNSFandother agencies
throughoutthe processof reconsideratiorandrevision ofthe 2019StrategidPlanandwelcomes

all inquiriesto that end. For furtherinformation, or shouldyou haveanyother questions please

O2y iUl Ol '/ aQd S5ANBOG2NI 2F Df-B88065550t dzof AO t 2f A O
eisgrau@acm.org.

4 https://www.acm.org/binaries/content/assets/publipolicy/2017_usacm_statement_algorithms.pdf
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Statement on Algorithmic Transparency and Accountability

Computeralgorithmsare widely employedthroughoutour economyandsocietyto makedecisionghat

have farreaching impacts, including their applications for education, access to credit, healthcare, and
employment! The ubiquity of algorithms in our everyday lives is an important reason to focus on
addressing challenges associated with the deaigghtechnical aspects of algorithms and preventing
bias from the onset.

Analgorithmis a selfcontainedstep-by-step setof operationsthat computersand other 'smart' devices
carry out to perform calculation, data processing, and automated reasoning tasks. Increasingly,
algorithms implement institutional decisiemaking based on analytics, which involves the discovery,
interpretation, andcommunicationof meaningful paterns indata. Especially valuable in areash with
recorded information, analytics relies on the simultaneous application of statistics, computer
programming, and operations research to quantify performance.

Thereisalsogrowingevidencethat somealgorithmsandanalyticscanbe opaque,makingit impossible
to determine when their outputs may be biased or erroneous.

Computational models can be distorted as a result of biases contained in their input data and/or their
algorithms.Decisionsnadeby predictive algorithmscanbe opaquebecauseof manyfactors,including
technical (the algorithm may not lend itself to easy explanation), economic (the cost of providing
transparencymay beexcessive, includingpe compromiseof trade secrets) andsocial(revealingnput

may violate privacy expectations). Even vexlfjineered computer systems can result in unexplained
outcomes or errors, either because they contain bugs or because the conditions of their use changes,
invalidating assumptions on which the original analytics were based.

The use of algorithms for automated decisioraking about individuals can result in harmful
discrimination. Policymakers should hold institutions using analytics to the same standards as
institutions where humans have traditionally made decisions and dgees should plan and architect
analyticalsystemdo adhereto thosestandardsvhenalgorithmsare usedto makeautomateddecisions
or as input to decisions made by people.

Thissetof principles consistentwith the ACMCodeof Ethicsjsintendedto supportthe benefitsof
algorithmicdecisionmakingwhile addressingheseconcernsTheseprinciplesshouldbe addressed
during every phase of system development and deployment to the extent necessary to minimize
potential harms while realiznthe benefits of algorithmic decisianaking.

! FederalTradeCommissiond . Waa:AToolfor Inclusionor Exclusion®nderstandinghe L & & dizhaaf2016.
https:/ww.ftc.gov/reports/big-datatool-inclusionor-exclusiorunderstandingssuesftc-report.
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Principles for Algorithmic Transparency and Accountability

1. AwarenessOwnersdesignersbuilders,users,andother stakeholderof analyticsystemsshouldbe
aware of the possible biases involved in their design, implementation, and use and the potential harm
that biages can cause to individuals and society.

2. Access and redresfegulators should encourage the adoption of mechanisms that enable
guestioningandredressfor individualsandgroupsthat are adverselyaffectedby algorithmically
informed decisions.

3. Accountability: Institutionsshouldbe held responsibldor decisiongnadeby the algorithmsthat they
use, even if it is not feasible to explain in detail how the algorithms produce their results.

4. Explanation:Systemsndinstitutionsthat usealgorithmicdecisiormakingare encouragedo
produce explanations regarding both the procedures followed by the algorithm and the specific
decisions that are made. This is particularly important in public policy contexts.

5. DataProvenanceA description of the way in which the training data was collected should be
maintained by the builders of the algorithms, accompanied by an exploration of the potential biases
induced by the human or algorithmic dagmthering process. Public scrutiny bétdata provides
maximum opportunity for corrections. However, concerns over privacy, protecting trade secrets, or
revelationof analyticshat might allow maliciousactorsto gamethe systemcanijustify restrictingaccess
to qualified and authorized indiduals.

6. Auditability: Models,algorithms,data,anddecisionshouldbe recordedsothat they canbe audited
in cases where harm is suspected.

7. Validation and Testingtnstitutions should use rigorous methods to validate their models and
document those methods and results. In particular, they should routinely perform tests to assess and
determinewhetherthe modelgeneratediscriminatoryharm. Institutionsare encouragedo makethe
results of such tests public.

Page2 of 2
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Response to Request for Information to the Update of the National Artificial Intelligence
Research and Developmenbtrategic Plan (FederalRegister Notice of February 2, 2022,pp
58765878)

The Association for the Advancement of Artificial Intelligence (AAAI) strongly supports the
objectivesof theNationalAtrtificial IntelligenceResearclandDevelopmenttrategidPlanandthe
eightstrategiqorioritiesof thestrategiglan.AAAI is the leading scientific societyfor artificial
intelligence (Al), with more than 300 elected Fellows and over 6,000 members.

In this brief commentary, we would like to raise one issue concerning the practical challenge of
implementing the first strategic priorityilake long-term investments in Al research."”

Much of the current excitement around Al arises from recent breakthroughs in machine learning
(deep learning) and smalled datedriven Al. These breakthroughs have opened up opportunities

for Al to contribute significantly to our society on climate chaage sustainability, scientific
discovery personalizegducation, healthcasndwell-being,and businessmnovation.However,

these dramatic recent successes in Al have also generated a certain sense that fundamental Al
research is "done" and that thenagning challenges are mainly on how to apply dhtaen Al
techniqueso otherdomainsThere is a perceptionthat simply larger data setswith more cloud
computing resources will be sufficient to bring out the full potential ofAl. We want tostress

that this is not the caselo reach robust, interpretable, and humancompatible Al systems

that adhere to desirable ethical guidelines will require further breakthroughs in core Al.

By Afundament al Al resear cho weadnvenaapproackes e ar c h
but also knowledgbased approaches (such as those in planning, scheduling, decision making,

and optimization), and that are humeentered rather than always closed and fully automated.
Without a carefulcombinationof all theseAl techniqueswe will notbeableto tacklecurrentand

future challenges in many application domains, especially those that involve -mechme
collaborationandhigh-stakes decisiomakingwhererobustness anmustarefundamentahotions.

An important qu estion is how to create an environment that will enable such advances in
order to support and reach the next level of Al. In 2019,AAAl releasedi A20-YearRoadmap
for Al Research in th& S @g-sponsored byAAAI and theComputing Community Consortium,
andinvolving inputsfrom overahundredeadingAl researcherandextensiveeedbackrom the
broadercommunity.In the roadmap.amongseveralotherrecommendationaboutAl education



andworkforcedevelopmentwe urgedtheUS to establisi' National Al ResearctCentersasmulti-
university centers with affiliated institution®cused on pivotal areas of lotgrm Al research
(e.g.,integratedntelligence trust,andresponsibility) with decadelong fundingto supportonthe

order of 100 faculty, 200 Al engineers, 500 students, and necessary computing infrastructure.
These enters would offer rich training for students at all levels. Visiting fellows from academia,
industry, and government will enable crasgting research and technology transition." The
currentNSF National Al Research Institutegrogramdoesnot address th needsinceit provides
funding for only a small percentage of the effort of3faculty (who are mostly supported by
other grants), and a similar number of graduate students and undergraduates.

Two promising examples of successful large loAgrm funded Al centers are the Vector
Institute for Al andthe MILA researchinstitute, recentlyestablisheih CanadaTheseresearch
institutes combinea mission of advancing fundamental Al research with applications to
societalchallenges.Theinstitutesbringtogethemumerougaculty andgraduatestudentandhave
closeconnectionso universitiesandindustrylabs.The leadershipof theseinstitutes is provided

by distinguished seniorAl researchers, who help formulatethe long-term research agenda.
The funding for the institutes is on a longer timescale (10 years, with an option for renewal).

Werecommendhat the US establishsimilar sustainednational Al researchcentersto advance
fundamental Al research to implement the first strategic direction of the National Artificial
Intelligence Research and Development Strategic Plan. Each center should be led by one or
more internationally dstinguished Al scientists. These centers will enable the US to reach the
nextlevelof Al, necessaryor developingruly robust,interpretable,and human-compatibleAl
systems that adhere to desirable ethical guidelines.

Bart Selman CornellUniversity
AAAI President

YolandaGil,University of SouthernCalifornia
AAAI pastPresident

Associationfor the Advancementof Artificial Intelligence
2275 East Bayshore Road, Suite 160
Palo Alto,CA94306, USA
+1-650-328-3123 Fwww.aaai.org
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Al R&D RFI Response Team
NationalCoordinationOffice (NCO)
2415 Eisenhower Avenue
Alexandria,VA 22314

A UT M&put onthe Requestfor Information to the Update of the National Artificial
Intelligence Research and Development Strategic Plan

AUTM is the nonprofit leader in efforts to educate, promote and inspire professionals to support

the further development of academic research that drives innovation and changes th®wvorld.
community is comprised of more than 3,000 members who worlore than 800 universities,

research centers, hospitals, businesses and government organizations around thelg)lbbd.0 s
members are primarily from academic settings (67%), 15% are practicing attorneys and 5% are

from industry.Some22%of ourmembersareinternational. AUTM appreciatethe opportunityto

provide input on the aboweferenced update to the 2019 version of the National Artificial

I ntelligence Research and Devel opment Strategi

AUTM membersn academicettingsarefocusedon advancingearly-stageinventionsandother
technologies to the marketplace primarily through licensing to partners (i.e., implementers).
Betweern2011and2020(themostrecentdecaddor which we havedata),our skilled professionals

filed over 150,000 patents for academic inventors and over 17,000 in 2020 Bétween 2011

and 2020 our U.S. members negotiated over 60,000 intellectual property license agreements on
behalf of U.S. universities and academic researchutistis, and

in 2020aloneover8,000suchlicenseagreementsThus,AUTM

has valuable insights and an important voice with respect to the
protection furtherdevelopmenandcommercializatiorof awide
range of new technologies.

Today,Artificial Intelligence(Al) is frequentlyat the centerof
whatwe do becausé is becomingubiquitous. It nowtouches

ap.




nearly every technology sector including, transportation, telecommunications, military, consumer
electronics, therapeutics, diagnostics and even agriculture and fildooeimportantly, Al is
presenfrom theorigin of thetechnology.It is nowintegralto theinventionsthemselvespotsome
afterthoughtlayeredin at somdaterstageof developmentForthesereasonswe at AUTM know
firsthand of the tremendous potential of Al and, given the current geopolitical climate, we
recognize there is no margin for error in urgently tapping into that poteAsauch, we applaud

the Office of Science and Technology Policy, on behalhefNational Science and Technology
Council's (NSTC) Select Committee on Atrtificial Intelligence (Select Committee), the NSTC
Machine Learning and Al Subcommittee (ML-AIC), the National Al Initiative Office (NAIIO),

and the Networking and Information Tedhogy Research and Development (NITRD) National
Coordination Office (NCO) (collectively, the T
Artificial Intelligence Research and Development Strategic Plan in order that we maximize the
output of the Natinal Al Initiative at a breakneck pace while being effective stewards of the
precious taxpayer dollars involved.

Preliminary Matters to Establishthe Contextfor A U T M hsut

Upon review of the eight (8) st rpautleegriavendso compr i
strategies 1 and 8We are drawn there because we live théday in and day out, AUTM

members review the new technologies that are the fruits of investments in re3éwnthafter a

thorough, collaborative assessment and arrangintpéoappropriate protection (e.g., filing a
provisionalpatentapplication)of thosenewtechnologiesAUTM membersmmediatelyturnto the

difficult task of finding a partner to further develop (i.e., advance) those new technologies toward

the marketplace.

The most important step in above process is the protection step, particularly for new inventions.
The reason being that the partndd M members endeavor to find will ultimately be a private
sector entity. Among the many resources said private sector partner will be required to provide is
investment dollars (e.g., venture capital), often in the millions or tens of millions of d@liays.
partner seeking to further develop the new technologies AUTM members manage is, without
guestion, a sophisticated investdlo sophisticated investor will provide such substantial sums of
investment dollars without having first made detailed estimdtdseexpected return on that
investment.Accurate revenue projections from the sale of the eventual product or service are
essential to those estimates, and one cannot make accurate revenue projections faced with the
prospecof unlimitedsellersof thesameproductor service. Thankfullypatentgrovidetheability

to enforcethe exclusiveright to sell theproductor servicecoveredby the patenttherebyproviding
valuable limits of the number of potential selleffwus, patents allow the investors take more
accurate revenue projections and confidently estimate the return on their investongéhese
reasons, patents are essential tools investors depend on when deciding whether to enter into a
partnership (i.e., taking a license) to further develogw invention Consequently, the patent
status is among the first questions asked of AUTM members when partnership discussions
commence.



AUT M bhsut

With the above as context, we were quite surprised and more than a little dismayed to note that
noneof thestrategiesn the2019Planmentionghe patentsystemor intellectualpropertyof any

type. This to us is a glaring omission and a harmful oneotut.b

To the members of the Coalition who may not be as familiar with the current state of the U.S.

patent system as we at AUTM are, it is not gobthas undergone a radical transformation in the
last15years. Theenemief theU.S. patent systerhavebeenwaging amulti-front waragainsit
sincetheme2 0006s resulting in a significant weaken
uncertaintyandunreliability. Thereis graveconcernramongAUTM and othellike-mindedgroups

that this weakening is resulting in fewer and/or less effective U.S. patents in vital technology
sectoramentionedabove all of whichnowadaysncorporateAl. As we haveillustrated,weakeror

nortexistent patents lead to less investment and #hwsrfcuttingedge products and services

being developed and introduced in the U.S. in these vital technology séti@®utcome risks

the loss of our technological preeminence with great harm to our economy and national security.

Thus, inorderthatth Coal i ti onds valuable time the taxpa
recommends that a threshold strategy be put in place, Strategy O, if yo8tvategy O will be to

work with Congress to immediately strengthen U.S. patent rights by eliminatingrtieat

uncertainty and unreliabilityThe uncertainty can be eliminated by reforming Section 101 of the

patent statute to clarify that (i) a claimed invention is entitled to a patent unless it exists in nature
independently of and prior to any humanatior exists solely in the human mind and that (ii)
subjectmatter eligibility determinations must be made without regard for the requirements of
Sections 102, 103, and 112 of the patent stat.
The unrelability can be eliminated by (i) restoring the ability of the patentee to routinely obtain
injunctive relief after a finding of infringement at trial and (ii) reforming the jExie review
procedurestthe PTAB to shift thebalancean favor of the paterieeinsteadof thechallengesit is

at present.

We fear that, without implementing this Strategy 0, the result of the National Al Initiative will
resemble what we experienced in the-Begh-Dole years; namely, significant taxpayer dollars,
squandered because they were invested in research that resgleat technologies that never
made it into the marketplac&hese technologies remained on laboratory shelves and eventually
became obsoleté he federal government owned them, was unwilling or unable to seek patent
protection for them and, thus, wareable to find the partners necessary to continue their
developmentThe past 4€plus years of Baybole has taught us that accessing the patent system,
evenaweakone,andstrongprivatesectorpartnershippaytremendouslividendsfor theeconomy
and tle standard of living for everyday Americans by bringing many cutage products to the
marketplace See here for more information of the success of the Bajéa Act
(https://autm.net/abodechtransfer/advocacy/legislation/bagole-act/bayhdole-innovationy. A
well-functioning system of strong patent rights is at the core of Ba/la.




Conclusion

AUTM again wishes to thank the Coalition for its efforts to to update the National Artificial
IntelligenceResearch anBevelopmenttrategc Planin orderto quickly andefficiently maximize

the output of the National Al InitiativeAl is ubiquitous in 21 century technologies and in order

for our countryto remain thev o r ltedhinaogicakuperpower, we must realizel &ul$ potential

and in ways that no other country can even fathbar.this Coalition to be successful in bringing
about this important result, its plan must include the threshold strategy to strengthen U.S. patent
rights byeliminating the current uncertainty and unreliabilifywe do so, and only if we do so,

will we realize the full potential of Al so that America will continue to enjoy robust national
securityandleadtheworld in sustainedncreasesn economiagrowth, standaraf living, andhigh-
paying jobs for its citizens.

Sincerely,

Stephen). SusalkaPh.D.
ChiefExecutiveOfficer
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BoozAllenHamilton: RFISubmission87 FR5876

KeyRecommendations

9 For the Office of Science and Technology Policy to issue the revised 2022 Plan as a clean sheet,
standaloneproduct(vicearevision)dueto its importanceandto clearlycommunicatewith the public.

f  Provideaunified nationalroadmaphelpingthe publicbetter understand Y S NJAIPUrsitsand how
various organizations are aligning to meet those objectives.

f Addresshe role of technologiedike 5Gthat will significantlyincreaseaccesdo dataW lthé S R Za8dQ
0KS ylL A2y Qa leanikgfuhatalyticsifér end As¢rRidzt@antiivie.

9 Bolsterobjectives/sectionaddressing/ulnerabilities suchashardeningagainstcyberattacksand
information assurance.

INTRODUCTION

Businesses, organizations, and individuals are generating mountains of data. Business operations, online
transactions, vehicles and smart homes, cell phones, and increasing prevalence of the Internet of Things (loT)
means digitized information is continusly being generated and stored. Moreover, this growth in data vastly
outstrips the number of technical analysts needed to gain insights from it. Companies, governments, and
organizationgare rightly askinghow they canpossiblyprovidevaluefrom thesedata volumeswith their existing
analytical capabilities and staff while determining where they need to invest to meet this growth.

[A1S LI Aad AYRAZAIONRFIE NB@2fdziAz2yas ! LQa FR2LIAZ2Y At
governanceandnationalsecurity.Americanorganizationsre seekinghe nextwaveof competitiveadvantage

and striving for better performance in thainalyses a result that effective Al deployments can deliver. As

such, artificial intelligence will change how Americans conduct business, provide government services, collect
intelligence, and provide for national defense by introducing new efficiencasg complexities that we are

just beginning to understand. Anticipating these lahg N OKIl y3S4& FyR 3JdzZARAYy 3 | YSN
HAHH 'L wg5 {GNIGS3IAO tfly gAft 0SS SaaSyidiart G2 Sy:
downstreambenefits coming from sustaining that scientific edbe.

BOOZ [ [ 9 bBACKGRQUND

The largest provider of Al services for the Federal governinBobz Allen delivers professional and technical
servicedo researchdesign,architect,engineerandintegrate Al solutionsneededto accomplisttriticalmissions

FYR YFAYOGFAY | o{d G§SOKy2f23A0It f SI RS NaKdndive2 S & dzLJL
programg including the Joint Artificial Intelligence Center (JAIC), Office of the National Coordinator for Health
Information Technology, and the Defense Threat Reduction Agency (DTRA).

The federal government remains in an ideal positiotiaster and enhance the adoption of Al. Booz Allen
NBOSyifeée &ddzooYAGGSR I NBaLRyasS G2 Fraarad GKS 2 KA
develop an implementation plan for the National Al Research Resé@ue submission offered thoughts
NEIIINRAYy3I GKS FSRSNIE 3I20SNYYSyiliQa LRAAGAZ2YAY 3
infrastructure design; tools, methods, and data; education and training; the importance of accountability,
diversity, andintegration;andframeworksto aid adoption. TheseframeworksincludeResponsiblél, AIOpé,

c
w

c
No
.
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and Data,MachineLearningand Systemdgngineeringind Operations.Thatresponseds availableat
https://www.ai.qov/rfi/2021/86-FR39081/BAHNAIRRRH2021.pdf

2022PLANRECOMMENDATIONS

1  We recommendhe Officeof Science an@echnologyPolicyissuethe revised2022Planas aclean
sheet, standalone productThis path will:

f Follow similar processes taken with other natiotelel strategies (e.g., National Security
Strategy NationalDefenseStrategy Departmentof CommerceStategicPlan)to minimize
O2yFdzaA2y NBIFINRAYI LINBSGA2dza AUGSNIGA2yad wl i
OKI yaSRZQ h{¢t OlFy aArAvYLXe& AadadzsS GKS HnawH tfl
articulated for the future.

T Highlightthe importanceof AlR&D egeciallygiventhe rapid paceof technologicathangeand
increasingly widespread adoption.

1 Ensureclarity andunity of purposefor organizationdookingfor a singlesourceregarding
' YSNAOIQa 'L RS@GSt2LIVSyld LI GKgl o

1 Standards development will be a clesige during the next few yeamolicy should navigate a course
that strikes a balance between regulating Al while facilitating innovation and adoption of a rapidly
evolving technological capabilityArtificial intelligence is an emerging industrwe recommend
maintaininga relativelyliberal positionleveragingalreadyexistingregulatorypowersto enableAmerica
to innovate at thespeedof relevance OverregulationriskscedingAl leadershipto other nationsin this
increasingly competitive great power competition landscape.

T { 4 NI G S 3 mdity to Gritidhatdlandguide these lonterm changes will be essential to ensuring
thesucces2 T 0 KA& OGNIYyaAdGA2yd 2KAES GKSNBE Aa 3INRgAY3
growing chasm regarding how to successfully deploy and apply attifiteligence at an enterprise
wide, let along natiofwide, scale. Many organizations are struggling with expanding, evolving, and
integratingtheir early Al developmentefforts into mature, sustainableenterprisewide capabilities This
gap is due in part to the drastic increase in scope and complexity required to operationalize artificial
intelligence, particularly in terms of integrating Al solutions within the larger organization.

1 The mostimportant numberedStrategywould be to offer acentralizedroadmap¥ 2 NJ | Yd&veddll Ol Q&
Al strategy and investmentd. & 6SQ@S sAGySaaSR Rd2NAy3I (GKS LI ad
development is fractured. Each government agency is pursuing Al for its own ends (and the data
associated with it)The same holds true within various executive departments. For example, the Dept.
of Defense: Research & Engineering is pursuing Al separately from the services, which is also separate
from the Joint Artificial Intelligence Center. While thematically edladverall, each agency and service
are pursuing its own approach to Al adoption and solutions risking diminishivgd¢8 data and
analyticsoutcomesrelative other internationalcompetitors,esp.vis-a-vis China.Thesameholdstrue for
R&D efforts. A clearly articulated and numbered Strategy will provide much needed clarity regarding
White House requirements regarding continued development and ongoing efforts.

1 Create a numbered Strategy for the creation and adoption of a central @ated data repository
and/or widely accessibledataformats. Likethe previouspoint, dataformatsandoveralldatacollection
are widely incompatible. This diminishes the impact efléiived insights, especially across a whole
government approach. Aolistic methodology for primary data types (images, records, etc.) designed
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for wide implementation and adoption will foster greater craggency communications and insights.

Critical to the success of this repository is means to curate labeling and data errors, as the value of
labeled data to mission success is enormous but rofish neglected component of successful Al
applications. An example of investment in data annotation isd&ional Cancer Informatics Program
(NCIP) Annotation and Image Markup (AIM) Foundation Mb@2l Ly &2YS 64l @asx &S QNE
challenges that the 9/11 Commission identified for intelligenglated activities: the inability to rapidly
align,sharel YR f S@ASNI IS RIGF Lizia ! YSNAOI Qa4 RSOA&AAZ2Y
disadvantageThiswaterfallsinto everycornerof Aldesign,implementation,andadoption.In short, the

choices and pathways selected in 2022 will waterfall into@vera dzOOSSRAY 3 &SI NXI yR
difficult to change once entrenched. Clear guidance from the 2022 Plan will go a long way toward

dzy ATFe@Ay3a ! YSNRAOIQa SFF2Nlia F2NJ ! L RS@St2LISydax

f Address the role of 5G, quantum computing, @other emerging technologies as they relate to Al.
References to these increasingly diffuse technologies are not in the 2019 Plan, yet 5G (in particular) will
significantly increase access to, and facilitate ingestion of, massive amounts of data agé¢h&eadn
technological maturation during the previous three years, addressing these technologies will help
addresshow datagenerationis changingthe increasingdemandshis puts on storagesolutions,andthe
direction this should drive R&D strategy and investments.

1 Considetthey | i AbanAwidih realities and future requirements.Giventhe massivgandgrowing)
data generation at the edge from the internet of things, how can R&D inform better-edged
analytics, slimming of data for neagaktime transmission back to decision makers given limited
bandwidth availability, federated learning options (idéstributed/edge training for data privacy and
bandwidth concerns) and then subsequently transmit approved full data sets back to a centralized
repository (in whatever form that looks like) once physical delivery is possible. With so much
informationcot SOG SR SPSNE a4S02yR 2F SOSNE RIFexX 2NHIYAI
regarding the handling and prioritization of data streams K I § Q&4 ONARGAOFf y2465> GKI
relevant later, and what data to discard to avoid collection for sake afctalh.

1 Address analytics at the edg&eparate from bandwidth and transmission capabilities, the 2022 Plan
can help organizations determine their level of investment in devices and data collection capabilities
NEBIljdZA NBR (2 YI 1S YSRAKSYDT defkK ARy DR AKX Ra AlyDf WiRES | RR
Applewho incorporatesneuralprocessorsn iPhonesGooglewith TensorFlowAmazonwith AWS and
others, as well as how local mesh networks can support improved data collection, processing, and
disemination for reaitime insights and support to American citizens (e.g., crowdsourcing data for
weather, traffic, greater insight and access to government services, increased efficiencies, etc.) These
pathscouldbe increasinglyaluableto citizens espedally asinflationarypressuresandthe expectation
that cost for goods continue to increase in the néam.

1 Acknowledgeaddress.and provide guidancefor securityconcerns.The2022Planneedsto placemuch
greateremphasis orthis topic. Data is widely considered to be the new @ih invaluable resource that
can unlock new insights and provide increasing value. Media reporting on-aitbeks including the
exfiltration of decades of sensitive technology along with personatdate proliferating rapidly,
NFA&AYy3 | g NBySaa TFT2N) 6GKS Lzt AOd ! yF2NIlidzyl G4§Sf &
the events that were caught and publicized. Many more are occurring without widespread knowledge,
risking billions of dollarsy R&D investments and, perhaps more importantly, decades of R&D. A -nation
state competitor can accomplish via remote keystrokes and cyber espionage what would have required
far moresignificant rislonly a decader two ago.The2020swill likelyrepresent the greatest levelingf
global knowledge in history since actors can now steal knowledge and data that was previously
unavailable, competitors have access to greatly accelerated R&D pathways at the expendmeétlS
corporationslt isaknownisaie that at somepoint sooncurrentencryptionwill be breakable Toensure
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this data remains securtethis requires a shift to Post Quantum Cryptography (PQC) across all
government and commercial clients. PQC has impacts on both applications and networking hardware
used today, therefore both need addressing to effectively moveQ€PThis will require testing and
customizatiorto individualorganizationsThelevelthis threat presentsisworthy of its own numbered
strategy to inform secure development of technologies and data repositories from Day 1.

1 Reorder the existing numbered StrategieSince many of the eight existing stated strategies are likely
G2 06S NBGFIAYSRI 6S NBO2YYSYR NB2NRSNAYy3I ol aSR
Y2@AyYy 3 { G§NI (S 3&rivgterPartnershipd ¥R t &wOEAONI 1S | ROl yOSa
number two. The order the Strategies are presented should matter and enhancing-pribiite
partnershipss likelythe secondmostimportantfor! Y S NJov@rall@téategyt both nearterm andfor
longterm swccess (vice leashost as Strategy #8).

1 Address the operationalization of ADne of the most important elements for the successful adoption
of Al is the ability to operationalize it. That is, to take algorithms and methods developed in a static
laboratory environment and bring them into the real world, where they can begin todaekiworld
challenges. We believe the right approach is to begin operationalizing Al sooner rather than later, with
the expectationthat companieswill rapidlyimprovetheir algorithmsbasedon realworld situationsand
feedback from end users and seni®cision makers. Critical to this is thinking about the development
anduse ofAlin aresponsible manneiResponsible Alecomesneaningfulwhenconsideringhow anAl
system impacts people and clear understanding (i.e., explainability of the parameters that govern the
outputs as well as the identification of the shifts of those parameters as the Al models learn to
address/mitigate risk). This pathway will help sp@&éddoption, elevate citizens awareness and
familiarity with Al, and provide a quicker-wamp to impactful Al applications.

1 JustinNeroda,SteveEscaravaggnd AaronPeters EnterpriseAlOpsA Frameworkior EnablingAvrtificial Intelligence
(Sebastopolh Q w $Mkdiaf2@21),v.

2BloombergGovernmentMarket Analysis

3 BoozAllenHamilton,Requesfor Informationon an ImplementationPlanfor a NationalArtificial IntelligenceResearch
Resourcehttps://www.ai.gov/rfi/2021/86-FR39081/BAHNAIRRRF{2021.pdf
4JustinNeroda,SteveEscaravagendAaronPeters EnterpriseAlOpsA Frameworkfor EnablingArtificial Intelligence
(Sebastopolh Q w $Mkdiaf2@21),v.
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4 March 2022

Stacy Murphy

US Office of Science and Technology Policy
1650 Pennsylvania Avenue NW
Washington, DC 20502

Dear Ms. Murphy,

BSA | The Software Alliance appreciates the opportunity to provide feedback to the Office

of Science and Technology Policy (OSTP) as it considers updates to the National Artificial

Intelligence Research and Development Strategic Plan. BSA is an association of the

worl dés | eading enterprise software companies that
the economy with tools to operate more competitively and innovate more responsibly.! As

leaders in the development of enterprise Al, BSA members have unique insights into the
technologyés tremendous potential to spur digital t
best support a competitive and thriving national Al R&D ecosystem.

The National Al R&D Strategic Plan is an important signal of US priorities for the
development of Al. We are pleased that OSTP continues to revisit the Strategic Plan to
ensure that it accounts for shifts in the technological landscape and the needs of US R&D
stakeholders. Overall, we regard the eight strategic priorities identified in the 2019 update

to the Strategic Plan to be the right areas of continued focus and would not recommend

any major course corrections. Instead, as OSTP considers updates to the Al R&D Strategic
Plan, BSA offers below several recommendations for advancing the existing strategies and
ensuring that federal investments in R&D are aligned with core US interests.

Expanding the National Al Research Institutes Program

As part of the effort to sustain long-term investments in fundamental Al research (Strategy
1), the 2022 R&D Strategic Plan should support the continued expansion of the National Al
Research Institutes Program.2 The National Al Research Institutes Program is helping to
establish a nationwide network of Al research clusters- including regional hubs- that can
support sustained, large-scale, and multidisciplinary research into pressing challenges. To
date, the Program has established 18 Research Institutes that each operate as hubs for
research into how Al can be used to address a broad range of societal and technological

L{1 Q4 YSYOSNB AyOfdzZRSY ' R26Sz ! fiSNBES ' {(flF&a&ALYyS | dzi2 RS
DocusSign, Dropbox, IBM, Informatica, Intel, MathWorks, Microsoft, Okta, Oracle, PTC, Salesforce, SAP,
ServiceNowsShopifyinc., SiemendndustrySoftwarelnc.,Splunk,TrendMicro, TrimbleSolutionsCorporation,

Twilio, Unity Technologies, Inc., Workday, Zendesk, and Zoom Video Communications, Inc.

2 National Artificial Intelligence Research Institutes, available at
https://beta.nsf.gov/funding/opportunities/nationahtrtificiatintelligenceresearchinstitutes
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challenges, including climate change,® agricultural supply chain challenges,* and

cybersecurity.> By bringing together researchers from multiple academic institutions, as well

as experts from industry, government, and NGOs, each of the Pr o0 g r Rendaxch

INnstitutes is helping to break down siloes and f ost e
dispersed Al R&D ecosystem. The 2022 R&D Strategic Plan should highlight the critical

importance of the National Al Research Institutes Program and signal support for its

continued expansion, including the promotion of regional hubs for Al R&D.

Investing in Tools and Resources to Manage Al Risks

BSA strongly supports the Al R&D Strategic Plano6s f
ethical, legal and societal implications of Al, including the potential risks of unintended bias
(Strategy 3). The 2022 R&D Strategic Plan should build on this commitment by outlining
how the federal government will support efforts to develop tools and resources that can
help organizations manage the risks of Al. For instance, the 2022 R&D Strategic Plan
should highlight the critical work being undertaken by the National Institute for Standards
and Technology (NIST) to develop a cross-sectoral Al Risk Management Framework. BSA
and its members are also deeply invested in the development of risk management tools,
particularly as it relates to bias. In addition to supporting the development of the NIST Al
Risk Management Framework, we recently published Confronting Bias: B S A &ramework
to Build Trust in Al® which outlines a comprehensive, lifecycle-based methodology for
performing impact assessments to identify risks of Al bias and corresponding risk mitigation
best practices. The Al R&D Strategic Plan should also invest in work to develop
standardized frameworks for benchmark and operational testing of Al systems. This type of
testing is important to ensure systems are performing appropriately for a given use case
and is an important part of the risk identification and mitigation process. Further research
into appropriate training programs for those using and overseeing Al systems, with a focus
on developing programs for use of high-risk systems, should also be prioritized.

Enhancing Visibility into the Needs of the Al Workforce

There is growing demand across technology fields for skilled workers to fill critical roles,
and the Strategic Plan correctly identifies the importance of meeting Al workforce needs to
further US leadership in Al R&D (Strategy 7). The Strategic Plan can help address the
current skilled worker shortage by prioritizing investments into initiatives that will grow the
pipeline of future talent and make it easier to identify skills that are in demand. For
instance, OSTP should consider how US labor data can be better leveraged to provide
greater visibility into the needs of the Al workforce. Under current practice, labor force data
often takes several months to be released. As a result, job seekers who may be interested
in pursuing reskilling programs are unable to base their decisions on real-time data about
what skills are in greatest demand. The lack of real-time labor data also impairs the
effectiveness of government supported retraining initiatives by obscuring economic trends.
To overcome these challenges, 2022 R&D Strategic Plan should prioritize research into
how the public and private sectors can work together to enhance the collection and
availability of real-time labor data. The government should work to better incentivize
employers to improve their data collection methods, consolidate existing workforce

3NSFAlInstitute for Researcton TrustworthyAlin Weather,Climate,and CoastalDceanographyAI2ES),
available at httpg/w ww.ai2es.org/

4 AgAlDinstitute, availableat https://agaid.org/

5NSFAlInstitute for FutureEdgeNetworksand Distributedintelligence availableat https://aiedge.osu.edu/
6 ConfrontingBias:TheBSAFrameworkto BuildTrustin Al (June2021),availableat
https://ai.bsa.org/wpcontent/uploads/2021/06/2021bsaaibias.pdf
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datasets, and support the creation of a modernized labor database.” Such improvements
could help increase the number of workers in high-demand fields related to Al R&D outside
of traditional graduate and post-graduate roles, such as data analysis, and those that
involve the integration of advanced computing skills into other disciplines.

BSA appreciates the opportunity to provide input into the update of the strategic plan and
looks forward to continued collaboration with OSTP on this and other Al-related projects.

Sincerely,

Heidi Obermeyer
Manager, Policy

7Busines$eaderscallfor 100Bin workforceinvestments availableat https://nationalskillscoalition.org/wp
content/uploads/2021/08/Busineskeaderscallfor-100Bin-workforceinvestments.pdf
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Subject:RFIResponseNa-onal Ar-U O AnteligenceResearctand DevelopmentStrategicPlan
From: Byrne,Daniel
To: AFRFI

The new book "ADOA I £ Ly St f A I-&yGBomesPPNdciples faNBbéng Rorwarkd

with Rigorous Science" by Daniel Byrne provides valuable input thatdshewonsidered for the

"Naonal AWFUOA I f Ly 0StftA3ISYyOS wSaS| NBHowlarg omeobteS f 2 LIY Sy
principles from this book:

Sciensts must take the lead in evalya3 (i K-8enés<iaBdimpact of AMarke-ng and .
salespeople must liththeir claimsto scietJ OF t t € @JF f AR | YR LJz0f AAaKSR O2

A pragmac randomizedcontrolledtrial is the keyto real progressof Alin healthcare.

Rejecthe b I ¢ ®iRkingthat scienceslowsAl advancement.

A pragmac randomizedcontrolledtrial of Alin medicinedoesnot needto be R A Y Qualzé yéa¥sto
conduct,or disruptclinicalg 2 NJ b hesdridglscanbefric-onlessfast,andlow cost.
Randomizeon is the solton ¢ not the problem.Randomizaon solves many problems that most
peoplearenot evenbe awareof.

Almustfocusonimprovinghard outcomesthat are important to pa-ents- not surrogateend pointsor
process metrics.

For many applic@ns in medicine, especially clinical decision support with a binary end point and low
dimensionabata,logiscregressionisasuperiorchoiceovermachinelearning.

AYercreanganAltool, focuson creangandtes-nganS G S Gitm2nipragmactrial.
*k%k

Hopethis is helpful.

Regards,
DanByrne

DanielW.Byrne



Directorof Ar-U O MntelfigenceResearch
Advancedvanderbilt Ar-U O AntelligenceLaboratory(AVAIL)

Department of Biosta-cs

Vanderbilt University Medical Center
2525 West End Avenue, Suite 1000
Nashville, TN372031741

hfps//www.vumc.og/biosta-s-cs/person/danielw-byrne-ms
hfps?//scholargoogle.com/citaons?user=g4zVpYAAAAJ&hl=en
hfps//www.amazon.com/dp/1496353862
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Introduction

CarnegieMellon Universityis pleasedo contributeideasto supporthe updateof the National
Artificial Intelligence Research and Development Strategic plan.

Key pointsoutlinedin thedocumenincludethe following:

w

0 Fosteringnteragencyandcommunitycollaborationontwo metathemeghatarecritical
to all applications of Al:
0 Advancingresearcho acceleratdreakthrough trustworthyandrobustAl,
distributed Al and Adlenabled automated science;
0 Advancing research capabilities to engineer Al into systems of societal
importancé’ includingmanufacturinginfrastructureandenergysystems and
testing those engineered systems in testbeds enabled by

o thebipartisanAmericaninfrastructureanvestmentgenda;

A

0 Advancingresearcho enableAl to beaplatformtechnologyfortheP r e s i leadtm t 6 s
care and climate challenge initiatives.

0 Enhancingheability for the Al communityto jump-startjob creationandto fosterequity
and economic inclusion and;

0 Building onthelessonf the COVID-19 pandemido enableAl to advanceanew
generation of redime policy decision and implementation tools.

The National Al Research and Development Strategic Plan and Update harezgalthe
researcltommunityandpublic, privateandcommunitypartnerdo advancea sharedvision of
U.S.leadershipn ethical Al innovation. The CarnegieMellon communityappreciateshe
leadershipf the National Al Initiative Office (NAIIO) andlooksforwardto continuingto
support this vital mission.

Recommendationsof Al ResearchFocusAreasto Create Solutionsto Major Societal
Challenges

The National Al Research and Development Strategic plan can catalyze innovations in both
fundamental discoveries and applications that address specific societal challogesss
towardsrealizingthis potentialcanberealizedby collaborativeeffortsin thefollowing areas.



FosterinteragencyCollaborationto Ensure AmericaLeadsin Enabling DistributedArtificial
Intelligence

The U.S. should lead a bold transformative agenda over the next five years to enable Al to
evolve from highly structured and controlled, centralized architectures to more adaptive and
pervasively distributed ones that autonomously fuse Al capability athergnterprise, the
edgeandacrossAl systemsandsensorembeddean-platform.CMU termsthis revolutionary
architectural advance @d Fusion. The vision is built upon plans for a cohesive research
advancing capabilities in microelectronics, Al framekgoand algorithms and innovations in
federated learning in the Al fabric and abstraction layers.

Building a community research roadmap for distributed Al will address several critical

challengedor thegrowthof Al, challengeshatcutacrossagencyspedfic missions.Theability

to enable distributed Al at the edge will minimize the dependence on aggregating and
engineering massive data sets and reduce the
astheinherentchallengesssociateavith the needfor continuoushigh-bandwidthconnectivity.

Research in this area will also greatly enhance the capacity to address privacy and security
challenges. It is dependent on, will contribute to and will benefit from the national computing
infrastructure initiatives launched by the NAIIO.

Most critically, anAl Fusionresearch agenda will contribute to the network of Al institutes by
enabling a host of applications emerging from increased convergence aceyssbhdd cyber

and physical systems. This convergence is vital to the viabilitymications in commercial,
military andnationalsecuritydomains Al Fusion for examplewill beacritical contributionto
theDepartmendf D e f e f{3O®)dosuson Multi-DomainOperations.It will alsoenhancehe
potential for advances in smart city applications and Al breakthroughs aiding manufacturing,
energy healthcare,educatiorandagriculturalinnovations.A focuson Al Fusionshouldoperate
synergistically with national initiatives in microelectronics and tie directly with research and
innovation efforts aimed at enhancing, protecting and hardening critical U.S. supply chains.

Initiate Researchto EngineerAl into SocietalSystems

While fundamentahdvancesreneededn Al scienceadvances engineerincAl into systems
of societal importance are vital to realize the full impact on major national missions.
EngineerindAl into suchsystemswill beessentiato transformU.S. manufactuing andenhance
infrastructure and energy systems to meet critical national economic and societal goals.

Engineering Al will require the design, development and deployment of newnsgered Al
algorithms and methodologies, targeted to-vealld applications and possessing enhanced
scalability,robustnesdairness security,privacyandpolicy impact. AdvancingEngineerng Al

will also require new hardware and software systems, including cloud, edge and device
computing infrastructures that sense and store the vast amounts of data collected in the real
world and that enable devices to access and transmit this data fyotneae, to anywhere, in
secure and private ways. Foundational researchrigineering Ais needed to enable the
deployment othehighest performingnd most energgfficient Al systems.Such systems will



requirearchitectingnewhardwareand computingframeworksdesigningaster,morepowerful
and efficient integrated circuits; and developing sensing modalities to support data collection,
storage and processing of the data deluge.

In addition,CarnegieMellon recognizeshatresearcton EngineeringAl mustincludeafocuson
creating trust not only from a technical standpoint but from the system of stakeholders
interacting with the Al syste@ be it in education, infrastructure or climate. Users and
communities have to trust the system that is allocating resources andjmegisions.

Potential applications and use caseHogineering Ainclude autonomous infrastructure
systems (AIS) that can help create equitable, innovative and economically sustainable
communitiesAlS technologycould,for examplejncludeinitiativesintegratingfood delivery,
the tracking of goods while preserving privacy and tools to improve moltliyineering Al
will be key to the digital transformation of manufacturing in the U.S., including robotics for
manufacturing, development of a timelydatrustworthy supply chain and additive
manufacturingEngineering Aklso has the potential to revolutionize how electricity is
produced, distributed and consumed. It can prowisights to improvelectricitydistribution
through demand forecastingalh management and community governance, as well as to
innovatenew energystoragesolutions, control pollutants and advanded, solar and nuclear
energies.

AccelerateAdvancesn AutomatedScienceto SupporttheN a t | $cierceand Technology
Ecosystem

The national Al research strategy can also work to vector advances in Al, machine learning and
robotics to accelerate the scalable deploymeAubdmated ScienceThis effort can be the
cornerstone of a national ica and technblogy ecosystem,s t r e n
potentially transforming the way bench research is conducted and taught. The development of
Automated Sciendabs, such as the CMalumnifoundedEmerald Cloud Lb, allows

researchers to have their experiments performed remotely at an automated lab facility and the
resultsreturnedo themi all viathecloud.Technologicabndmethodologicabreakthroughghat

integrate Al with driveby-wire automated experiments are helping to accelerate the pace of
innovation in a host of fields, including drug discovery.

An Al research agenda to advarfagomated Sciend®lds promise fostrengthening
interdisciplinaryresearcltandcanplay a critical role in democratizingparticipationin andaccess

to research, as well as in addressing the important need for reproducibility in experimental
scientificdiscovery Automated Scienazan create an emergingdustry, includingstartups and
collaborations across several sectors that can contribute to the U.S. innovation ecosystem. It can
lower barriers to innovation and thus play a critical role in sparking newupi&ih areas such

as new materials that will be critical to mitigating the climate challenge.
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Bringingtogetherkey stakeholderacrosgshecommunitywill helpto frameaninteragency
strategy to build aAutomated Scienaefrastructure fortie U.S. research ecosystem and
understand the policies needed to unleash the potential of these breakthroughs.

Developa Targetedinitiative to Enable Al to AccelerateBreakthroughsin Health Care The
power of research i nve ssettagasdenticproadeskaint he nat i
opportunity for a coordinated strategy to accelerate the ability of Al to enable major
breakthroughs that can directly impact the quality of health care.
Specificinnovationareashighlightthe potentialpowerof Al to advancenationalhealth
initiatives:

0 Al can play a greater role in the Cancer Moonshot through additional research in
computational models, predictive modeling and algorithms to engage various
combination®f datasourcegshatdramaticallyimproveunderstadingof theevolutionof
cancers and how mutational processes vary among patients.

0 Similarly theapplicationof largescaleAl-drivenmodelingandpredictioncapabilities
should be a major contributor to our response to future pandemic responses.

0 An initiative focused on advancing Al and machine learning capabilities in 3D
bioprinting would contribute to realizing the ability to print human organs within this
decadeAs with theinitiatives highlightedabove multi-agencyeffortsthatintegrateAl
research with materials, genomic and surgical sciences are key to realizing this
opportunity.

0 The impact of telemedicine and extending its power to improve clinical care and

decisionmaking depends upon accelerating advances in robotics and {ftomanter

interaction, specifically in the area of automatic recognition of mudtilal behaviors
andthe emergindfield of healthbehaviorainformatics.(We againnotethatprogressn

Al Fusionwill be key to ensure capabilities exist equitably across the full spectrum of

compute and bandwidth availability.)

Similarly, advances at the nexus of autonomy araterials afford an opportunity to

realizethe potentialfor robotsto contributedirectly to extendingheindependencef

elderly Americans and persons with disabilities. These advances are also rapidly
accelerating progress in the development of nbwor-computer interfaces.

O«

Action to realizethe potentialof Al in improving healthcareshouldbeginby identifying specific
advances in Al research and capabilities that are common to defined innovation areas, such as
those above. Capitalizing on these advances requires new models for collaboration among
universities, industry and health care providers. The Natioratie§y can help create a

framework for convening agencies, industry and the academic community to craft a vision for
accelerating the Al breakthroughs that can provide arogg platform capabilities to support
specific health initiatives. Developingis vision would also help jumgtart ARPA H.



Drive the Developmenbdf an Al for Climate Roadmap

Al is also a platform technology poised to accelerate breakthroughs across the energy and
climate continuumAdvances are needed in Al that inddunew and accelerated material
development, enhanced power production and distributed energy, the optimization of batteries
andimprovedwind, solarandgeothermabperations.As anexamplethe OpenCatalystProject,

a collaboration between Facebook and CMU, aims to use Al to accelerate quantum mechanical
simulations by 1,000x in order to discover new electrocatalysts needed for more efficient and
scalable ways to store and use renewable energy.

TheseAl breakhroughsareneededo build theintegratedsmartgrid andelectrification
infrastructure the Ahdeesnimdre Al inogationsiae neededtd e mand s
inform moreefficientagriculturaltechnique$o combatclimatechange.Of equalimportance

this agenda can also galvanize and advance research to reduce the energy footprint of Al.

Al is alsoapowerfultool to realizethe goalthatinvestmentsn climateinfrastructurewill
haveatransformativampacton addressingnvironmentajustice. The Presidenhascalledfor at

least 40 percent of all climate infrastructure investments to occur in underrepresented
communities.This can be enhanced by the development of trustworthy Al community interface
tools. The ability to integrate sysinlevel advances in building technologies and transportation
capabilities with tools for equitable community engagement, both enabled by Al, would be vital
to shape the societal impact of climate initiatives.

TheNationalStrategycanhelp seizetheseopportunitiesthatspanmultiple agencieandadvance
an Al Climate research agenda.

Establisha Focuson Al Engineeringto SupportContinuedinnovation

Realizing the power of Ahnovations requires engineeringsurances so that systems are
trustworthyand robustAn Al Engineeringnitiative focused on buildingew tools to extend
and adapt Agile and DevSecOps methodologies, will allow BI®ractitioners to build in
robustnesandsecurityanddevelopnewtoolsfor test,evaluation, validationandverification;
monitoring; and assuring Al systems over their full domain of use and full life cycle.

Workingin tandemwith NIST andNSFinitiatives, this Al Engineeringeffort will enhancehe
accumulation of best practices to establish and grow an engineering discipline for Al systems,
the creation of new frameworks for sharing Al incidents, and incent the integration of ethical
principles. The Al Engineering effort will lead to methodsaptices, and tools for the
development of reliable, responsible, and trustworthy Al which will be critical to public
acceptance of Aénabled products and services.

Newtoolswill berequiredto mitigatethefailure of Al systemghroughapproachesuchas
enhanced algorithmic agilityn addition, research on actuarial risk methods will enable
wellunderstood risk abatement approaches to create insurance for engineered Al systems,
unlocking new markets for Al.



Finally, developingandcommunic#éing thedisciplineof Al Engineeringarecrucialto build
public confidence in Al solutions of all kinds.

AdvanceResearchto SupportNewReal Time Policy DecisionToolsand Public/PrivateData
Collaborations

As highlighted in the Presidentds executive o
forecasting and analytics, Al is emerging as a powerful tool for policymaking. Collaborations
combiningavarietyof publicandprivatedatasourceslike C MU &®VIDCag, haveadvanced

a new generation of epidemiological forecasting tools to shape publib peécties.
Furthermoreasnotedby the NationalSecurityCommissioron Al, machindearningsupported

the creationof nextgenerationreattime decisionsupporttoolsto aidthen a t i goverbossn

shaping public health and economic strategies.

The National Al Research and Development strategy has the opportunity to build upon the
impact of these collaborations to serve public health and meet the goal of improving resilience
and preparednesadditional support for the development of epidemiological forecasting
models and advanced visualization and hwet@mputer interaction capabilities would create
enhancedaapabilitiesto protectagainsfuture pandemic@ndcreatenewtoolsto supportpublic

health initiatives.

Applications of machine learning and natural language processing to public/private data
collaborationcouldalsocreatepowerful,newreaktime decisiontoolsto strengthermdomestic
medical supply chaingarly tests of these data models during the pandemic highlighted
opportunities to engage more small firms and increase the understanding of the roles specific
supply, workforce and manufacturing capabilities play in determining the ability to rapidly
expard personal protective equipment availability.

These same capabilities afford an opportunity
investments in infrastructure will enhance U.S. manufacturing and leadership in critical

technologies such as semiconductors, batteries and ggpplychain. Moreover,securing
Americansupplychainsbeginsby advancingesearclbreakthroughshatsupportU.S-based
competitiveadvantagesCarnegieMellon faculty arefinding thatthe enhancedinderstandingf
supplychaindynamicanformsresearctihatcanimprovethelikelihood of domestiproduction.

Finally, new decision tools can also contribu
inclusionby sparkinga newgeneratiorof communitydevelopmenandempowermenstrategies.

Machine learning and data visualization are helping inform linkages between environmental

justice and critical economic factors such as persistent redlining.

TheNationalAl ResearctandDevelopmenttrategyshouldadvancehe creationof Al palicy

At est beds apoh ihe brebkthiodglasidemgnstrated in response to the pandemic and
harness the capabilities of powerful new data decision tools to meet key elements of the
Presidentds agenda
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Recommendationof Areas of Al Research to AddressBias, EnhanceEquity and Expand

Opportunity

Continuea RobustResearchAgendaFocusedon Fairness,Bias and Privacy

The National Al Research and Development Strategy and the National Al Innovation Act have
advanced a focused research, development and education strategy to address issues of fairness
andequityd includingthecommitmento centerscalefunding. Thefollowing areareaghatcan

support the continued development of a vibrant research agenda.

Fairness and bias Fairness and bias reduction are essential for Al systems. This goes far
beyond generic, statistical aspects such as understanding the effect of unbalancked data.
requires understanding of notions like fairness andibitig context of a specific application
andits desiredoutcomes Developinga commonlanguageanda setof approachesor thisis still
very much an open area of research. Understanding the role of {yemarated data requires
reaching out far beyond the disciplines of core Al and statistical methods, into the social
sciences, psychology, philosophypeomics, and many otherfhese approaches are not yet
fully developed.

Data privacy. Artificial intelligence and machine learnisgy s t relianeedn data bringsip a
range of issues from preserving data privacy to mitigating the risks associatednirili 2zl
dataaggregation.Thisis obviousin fields of applicationlike healthcarebutis equallyimportant
in virtually all fields of application.

There are several technical research thrusts in this @reais the concept of distributeddAl

whichis theideaof bringingthe computatiorascloseaspossibleto thedatacollectionto reduce

the need for data migratioAnother is the design of secure, distributed learning systems like

federated learningy et anot her is the idea of fsharing wj
methods like data masking, for example.

Safety and reliability. Assessment of risks and impaetjuires understanding and modeling of
the performance of Al systems and their behawiorparticular, predictive models of
performance that can place bounds on the performance of an Al system operating under
different,changingconditions. For classicakengineeringystemsyve haveat our disposak wide
array of tools, of formal methods, of best practices built over a couple of centuries to evaluate
and characterize systentsor Al systems, we do not have the equivalent toolbox, because the
systems areonstantly changing as they leaifhus the performance of an Al system depends
not just on its design but on the data that was used to train it. In addition, even when individual
componentganbe characterizeth isolation,measuringhe outcomesf anend to endsystemin

the contextof anapplicationremainschallenging.Al technologyis movingmuchfasterthanthe
development of assessment and characterization methods.



Human-machine teamingMany i f not most Al applications i
This is to say, they share the decision making and action taking with humans to a great degree.

This adds a great deal of variables and compleaitite modeling of Abystems and their risks

and limitations because it requires a deep understanding of human detimiy processes

and their interaction, not just of a staaldne, fully autonomous Adystem.This requires cross
disciplinaryresearchhatengagegxpertsn diversefields suchasin socialsciencesgeconomics,

design, game theoretic algorithms for modeling interactions and deaisikimg as well as in

application domains.

Transparency/Explainability. Transparency and explainability of an Al system aressential

for users in ampplication area to trust its decision making procés®re is considerable
technicalresearctstill neededn transparencgndexplainability. Howeverfit r an s gpl@ges ency o
not necessarily mean that algorithms and data usage must be unddtssulich more

practical to say they must be replicable and auditable in each application area. Such audits can
then be shared for purposes of mitigating risk and ensuring accountability.

Thevibrantresearctandeducationnitiativesthatareincorporaté in theNationalAl Innovation
Act are enhanced by the emergence of vibrant communities of interest emerging on U.S
campusesThese communities of interest, such as the Responsible Al Initiative at Carnegie
Mellon, foster strong mukilisciplinary dialoge and collaborationThe Strategy should
enhance and foster engagement across the vital communities of interest.

Expand Supportthe Developmenbdf a National Networkof Al DemonstrationProjectsand
Testbeds

BuildingontheN A | | A &&D Testbednventory,the Strategyshouldacceleraténvestments

in demonstration projects and testbeds in a natione¢gdarch strategyould contribute to the
ability of Al advanceso supportingengineeringAl into systemsf societalimportancecanboth

show tte utility of Al in such systems and create immediate economic beAafiin example,
theMetro Lab Netwok refined by CMU as a testbed model for smart city and transportation
technologies research, development and deployment has been scaled to over 50 communities.

The NAIIO could convene the engineering and Al communities to workmatyors; industry;

labor; key agencies such as Commerce, DOT, DOE, DOL and HUD; and other local

stakeholders to design a model forAe monst r at i on Pr ojdemangratieannd Tes
projects and testbeds could focus on engineélngto specificsystems of societal importance.

They could design, develop and deploy-irspired Al algorithms and methodologies targeted

to reatworld problems, to address climate change, stimulate jobs and manufacturing and foster
greater economic inclusion and equiBach project could also explore how to integrate
regulatorypolicieswith thesetechnologyinnovations servingasafoundationfor advancinghew

community partnerships informing future agency Al institutes.
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Launch Grand Challengesto SparkAl Innovationsto Addresd_earning Lossand Improve
Training Outcomes

Research to enable £d transform education and training has signifigaotential to advance
innovationghatcanaddressnequalityandexpandeconomicopportunity. A targetedesearch
initiative canmakea vital contributionto A me r iposgpansemiaesurgenceAs manyasone
in 10 workers-nearly 17 million Americans may be required to change occupations in the
recovery from the pandemi®ata also suggest that the pandemic is resulting in students,
particularly students of color, losing five to nine months of learmngathematics.

Grand Challenges focused to address these two critical areas would galvanize the research
community and deepen interagency collaboration on education and traiheghallenges
would fosterpublic/privatecollaboratiorandpartnershipscrossthe educatiorcontinuumand

with organizations and institutions in underrepresented communities.

Grand Challenges should also help to deploypAded learning tools in-K2 education;
demonstrate technologies and methodologies that blend informaleasdoom learning; and
pilot gamification, VR tools and machine learning applications to address learning loss and
enhance career pathways through job matchiing.example, a pilot to seed advances in
machine learning to facilitate a granular understamdirthe critical tasks within a given
occupation and the connection of similar tasks between different occupations would enable
hyperfocused rapid training initiatives to provide the specific skills needed to help a worker
transition careers in weeks andt years and to enable higbhhool and communitgollege
educated individuals into their first entigvel technologyob, therebyproviding a pathwayo
prosperity. Similarly, a GrandChallengefocusedon developingoolsto acceleratérainingfor
100000 workers, for example, could spark new collaborations across the workforce
development, industry and academic communities.

Foster Strategiedo BroadenEngagemenin the Al Innovation Process

The accelerated pace of innovation renders linear models of research/innovation/training
inadequatéo realizethe goalof broadbasedarticipationin the Al economylt is thusessential
that new models foster broader engagement in the research p@oessuch model has
emerged for engaging workers and labor directly in the development of Al applications.

Carnegie Mellon has been honored to collaborate with the American Federation of Labor and
Congress of Industrial Organizations in the design andicneat its pathbreaking, recently
launched Technology Institute. This new Institute will enable-legkl engagement on
innovation with the broader labor movement and build lasting labor partnerships with
universities. In addition, it will inject into @unnovation policies avorkercentered perspective
onresearchhatis focusedontheP r e s i dliteal godissf job creation,equityandrebuilding
U.S.domestigoroductionin our supplychain.We havealsoengagedabordirectlyin federally
funded research initiatives and have brought wtiamed labor into our manufacturing lab
operations.



Createa National ReserveDigital Corpsto AccelerateAl Deploymenin Federaland State
Government

A powerful opportunityto jump-start job creation is through a collaboration among government,
industry and academia to train professionals to accelerate the deployment of Al across
government agencies through the creation of a National Reserve Digital Coipstsities

would recruit and train privatsector professionals and traditional students to engage with
federal agencies in the areas of digital transformation, data management and analytics and Al.
Thosetrainedwould thenservein governmenjobsto acceleratéhedeploymentof Al acrosghe
public sector, creating new career pathways in the process.

Potential Strategic Directions Relatedto International Cooperation

OSTP and the NAIIO have effectively integrated strategic international collaboration into the
essencef theU.S. nationalAl strategy.Thiswork hasspanned collaboratiaon majorpolicy
andstandardsssues--which wasreflectedin the Septembel.S. EuropeTechSummitheldat
Carnegi e Me |IThevera@ also Blipdrtunities € .leverage U.S. university research
strengthsn Al to advanceébroadelinternationaimissionsandobjectives.Thesecollaborations

may need to strategically build education initiatives that can provide the foundation fer futur
research engagements.

One model of this type of collaboration is Master of Science in Engineering Artificial
Intelligence at Carnegie Mellon Africa&.he program supports the development of advanced
skills that will enable engineers to design powerful solutions to societatogai.Students

learn to combine a foundation in artificial intelligence, machine learning, and data science with
their engineering, information technology, and software skills through theoretical and practical
handson studyof realworld applications.This typeof initiative canprovidethe foundationfor
building future collaborations in areas that align with the focus oNidwgonal AlIResearch and
Development Strategy.

Conclusion

The National Al Research and Development strategies have energized the U.S. Al research
communityandgalvanizedsupporthathasresultedn theneartripling of federalnondefensdl

R&D in the last five yearsThe opportunity with this update is to adea initiatives that focus
more directly on advancing Al research to address major societal challenges and realizing the
potential for the ethical development of Al to expand economic opportudétsnegie Mellon
remains committed to the pursuit of thisavinational mission.
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A Human-Shaped Hole: Filling the Behavioral Science Gap iAl Ethics Oversight
CarolineFriedmanLevy, PhD

Artificial intelligencealreadypermeatesur lives contributingto advanceshatmightalternately
(even simultaneously) be considered mundane, dubious or miracAote scope of the
technologyexpandsthefathomlesdenefitsAl promisesareparalleledoy equallyimmeasurable
risks, with our window to manage the latter narrowig.everincreasing number of ethicists
can enumerate the most prominent risks; yet startlingly few psychologists, or other experts in
behavioral science, are workiog the project oAl alignment. This knowledge gap is striking
given the extraordinary investments being
influencehumanbehavior.n neglectingmorethana centuryof relevantbehavioraresearchthe
ethicalAl community has left a humashaped hole that weakens oversight proposals and
jeopardizeshefuture of the project.In updatingits strategigplan,| suggesthatNAIRR needgo
delineate an evidendsased approach to applying behavioral science to oversight policies that
will increasehelikelihoodA | évslvinguptakealignswith fundamentaéthicalprinciples.

Strong Consensus on KnowRisks
Thereis striking consensu$ acknowledgedby thetechc 0 mmu nmostard@erg

investorcheerleaderaswell asits mostdisquietecethicistCassandrds aboutthe salientflaws
of Al systems as used currently, and about known risks for the near fEtr@most among
these are:

0 Historical racial, gender, ethnic and othé&sesbaked into data sets and algorithms
currentlyinfluencingdecisionsasmomentousshiring, bail approvalandhealthcare
allocation.Left uncheckedn anoversightfreeframework theincreasingspeedpower,
capability and permeation of advancidbwill broaden the impact of these biases,
expanding and further reifying sociakqualities.

0 Withoutrobuststrategideadershigocusedon educationtrainingandindustrialpolicy,
we risk increasednemploymentand eveiwideningincome inequality, with the
economic benefits @kl technologiesonferred primarily upon a fortunafew.

Absent powerful policy intervention8]-enhanceaffensive capabilitiesd ranging
from undetectabldeepfakesnd disinformation to the means to disrupt crucial
infrastructureandinitiate droneswarmg will beincreasinglyaccessibléo terrorists,
rogue states and other malefactors.

O«

0 Al advances allow for metastasized infringements into personapdesey, with the
surveillancaakingplacein authoritariarcountriegparalleledoy morediffuse,corporate
surveillance in the United States, minus any framework for accountability.

c ha



0 Within justafew years socialmediaandotherdigital platformshavebuilt algorithms
thathaveallowedfor a startlinginfluenceover consumebehaviorandmasteryof the
attention economy As Al-supportechudgesadvanceyisksto socialcohesionnotto
mention our conception of free will) are likely to increase.

Disunity onOversight
Despite this impressive consenstigre is far less agreement among ete#ders on how to

devisegovernancandoversightframeworkgo effectivelyreduceriskswhile supportingA I 0 s
evolution in a manner that will benefit@llat theveryleast i n a manner t hat
alreadyvulnerable individuals and communities. Technology leaders, Al business consultants,
think tank ethicists and regulatory appointees can articulate the key targets of odersight
essentially the obverse of the aforementioned risksuringsafety over speedfairness/equity,
reliability, accountability, and(lessadvocateefor in thebusinescommunity) the clear means

to optout and maintaiprivacy. At presentAl ethics oversight is relegated

almostentirelyto thebenevolencef thetechnologycompaniescreatingthesetools,andto the
clientbusinesses applying them.

With Al capabilitieshurtling forwvardandgovernmentegulationon afuture horizon,is thetech
industry capable of policing itself? The question may seem naive, y&l #tleics community
has few options for now other than to help the industry do so, preferably in partnership with
NAIRR and other governmental agencies. Tech business leadeksev t he need t o
i n c e ntoensuetisatA | évslvinguptakecoherewith fundamentaéthicalprinciples.
Pressed further, however, these leaders often betray a simplistic understanding of human
behaviorasconsistenandrationally-motivated Behavioralscientistscanprovideexpertise

critical to two distinct dimensions &l ethics-building: 1) helping to establish an industry
culture in which incentives are genuinely aligned with the commitment to etlezalopment;

2) contributing to deve o p endesstanding of humameural network interactions such that
increasinglyfrequentandprofoundexchangebsetweemeopleandsystemawill beconsonant

with fundamental ethical principles.



Baselinefor GovernanceA Shiftin TechCulture

In orderfor Al governancao beeffective,thetechindustrywill needto undergoatectonic
cultural shift to establish an expectation of transparency with oversight ag&Neibswve
decades of experience designing regulatory frameworks requiring a delineated degree of
transparencyrom otherindustrieshatpresenprofoundsocietalriskd for examplefor financial
markets and pharmaceutical compadi&gth the tech industry thus far evading such bespoke
oversight. For external oversight to adequately ensLegplications are safe, trustworthy and
equitable)eaderf big techfirms mustwarmto adegreeof opennessvhichis currently
culturally anathematic.

Tech Industry CultureConsensus on Incenthignment/Shallow Understanding of Behavior
We know throughyearsof socialpsychology(now oftentermedbehaviorakconomicsyesearch

that our behaviors are often more influenced by context and social reinforcement than by
nominalrewarad§consti tuting the basis -gdverninanted ge t heor
BehaviouralinsightsTeam summarizedhe component®f socid nudgingvia the EAST

acronyn® demonstrating that salutary behaviors can be encouraged by creating an environment

that makes such behaviarasy attractive, socially-rewarding, andtimely. Whether

intentionallyor not, organizationsareinvariablyi n u d ¢far melgagioralbutcanesamongtheir
constituentsAn understandingf nudgetheorycanhelpleaderde moreeffectiveanddeliberate

in promoting ethical Al standards.

Leaders committed to building @ tech culture prioritizing ethical principles can be similarly
aided bytools developed over decades within the discipline of indusirgdnizational {O)
psychology. 10 psychologists are wellersed in the potential for incentive systems to backfire
as well as motivate, with employees too often aiming toward discretesnetrich fog thecore
principlesat stake.l-O psychologistiaveparticularexpertisan defining businessulturegoals

in operational termgliagnosingmisalignment (and the attenddoatrriers, bottlenecksskill
deficits andknowledge defici)sdesigningorganizational interventionsyaluating
organizational interventions, aneiterating towards sustainable organizational changes.

Promoting Safety/Ethics in Humayeural Networknteraction
With behavioral scientists a ras@hting inAl safety/ethics, developers have relied upon big

datato train machindearningmodelsin humanbehaviorandvalues But just a cursoryglanceat

the ML-testing literature reveals the dangers of this approach. To what end have cognitive,

clinical, socialpsychologistandotherbehaviorakcientistdbuilt decade®f researclexpertise

on the Ablack boxo of t he bebasaignorediinfadorafal vy t o
relatively undifferentiated trawl of the intern&8 we engage in more frequent and potent
interactionswith Al applicationsjt becomevermorecritical thatbehaviorakcientistplay a



normativerole in desgn, testing,andoversightAmid thewell-delineatedhl risks,thethreatof
worsening mental health outcomes has been given short shrift.

BehavioralScienceandN A | R Ruluse

The interviews and | iterature r eviVawabiltl 6ve co
Projecton Unity andAmericanDemocracyhavealertedmeto the profoundrisksof neglecting

behavioral science in designing oversight mechanisms for increasingly powerful artificial

intelligence application®As NAIRR moves forward, transitioning from defining principles

toward operationalizing and implementing governance that plandsmental rights and

principles at the forefront of ol standards, it is essential that the task force invests in

behavioral science research and implementation expertise.


https://www.vanderbilt.edu/unity/2021/08/02/saving-icarus-2-0-ai-regulation-requires-extraordinary-partnerships/
https://www.vanderbilt.edu/unity/2021/08/02/saving-icarus-2-0-ai-regulation-requires-extraordinary-partnerships/

FederalRegisteNotice87 FR5876,https:// www.federalregister.gov/documents/2022/02/02/2022
02161/requestfor-information-to-the-update-of-the-national-artificial-intelligenceresearchand,
February 2, 2022.

Request for Information to the Update of
the National Artificial Intelligence Research
and Development Strategic Plan:
Responses

Center for Al and Digital Policy (CAIDP)

DISCLAIMERIeasaote that the RFpublicresponseseceivedandposteddo not representthe
viewsor opinionsof the U.S.Governmentor anyentity within the U.S.GovernmentWebearno
responsibility for the accuracy, legality, or content of the responses and external links included
in this document.


http://www.federalregister.gov/documents/2022/02/02/2022-
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Comments ofhe
THE CENTERFORAI AND DIGITAL POLICY

To the Office of Science and Technology Policy, on behalf of the National Science and
TechnologyCouncil's(NSTC) SelectCommitteeon Artificial Intelligence(SelectCommittee),
the NSTC Machine Learning and Al Subcommittee (MIFT), the National Al Iniaative
Office (NAIIO), and the Networking and Information Technology Research and Development
(NITRD) National Coordination Office (NCO), on the

NationalAtrtificial IntelligenceResearclandDevelopmenttrategidPlan
March 4, 2022

On behalf of the Center for Al and Digital Policy (CAIDP), we write in response to the
RFIrequesbntheNationalArtificial IntelligenceResearctandDevelopmenttrategid?lan(the
AAl Strattlegic Plano).

CAIDP is an independent neprofit organizationthat advises national governments and
international organizations on artificial intelligence (Al) and digital policy. We work with more
than100Al policy expertan almost40countriesin February2022,we releasedheseconcdedition
of our reportArtificial Intelligence and Democratic Values Indeproviding a comprehensive
reviewof the Al policiesandpracticesn 50 countriesUsinga methodologyto asses#\l policies
against democratic values and human rights, the Index includes detailed narrative reports,
guantitative assessments, and ratings and rankings across a dozen metrics to measure progress
towards humattentric and trustworthy Al values. The CAIDP @ntly serves as an advisor on
Al policy to the OECD,the GlobalPartnershimpn Al, the Councilof Europe the Europearinion,
and other international and national organizations.

We strongly support OSTPOS proporeaatethet o up
opportunity to provides comments. Our comments focus on:

StrategyB3: Understandandaddresgheethical,legal, andsocietalimplicationsof Al;
Strategy 4Ensure the safety and security of Al systems

1 Office of Science and Technology Poli®f| request on the National Artificial Intelligence Research and

Development Strategic PlgnFeb . 22, 2022) (AOSTP RFI on Al Strategic
https:/ivww.federalregister.gov/documents/2022/02/02/20226 1/requesior-informationto-the-updateof-the-
nationatartificial-intelligenceresearb-and

2CAIDP, Artificial IntelligenceandDemocraticvValuesindex(2022),https:/ivww.caidp.org/reports/aid2021/


http://www.federalregister.gov/documents/2022/02/02/2022-02161/request-for-information-to-the-update-of-the-
http://www.caidp.org/reports/aidv-2021/
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Strategy6: MeasureandevaluateAl technologieshroughstandardsandbenchmark; and
Strategy 7Better understand the national Al R&D workforce needs

CAIDP hasalreadyendorsedheAl Bill of Rights?oneoftheO S T Rsi& molicy priorities,
andmadespecificrecommendationfr thatinitiative. * We recommended smallnumberof clear,
powerful principlesandunnecessargualifiers,loopholes andexceptionsWe suggestedtuilding
onprior Al policy initiativessuchasthe OECDAI Principlesandthe UniversalGuidelinesfor Al
(UGAI).® In October 2018, over 250 organizations and experts, representing more than 30
countries and including the American Association for the Advancement of Science, endorsed the
UGAL® TheUniversalGuidelinesfor Al areintendedo maximizethe benefitsof Al, to minimize
the risk, and to ensure the protection of human rights. UGAI, already widely endorsed by the Al
community, provides a good starting point but there is more to do.

Regarding the Al Bill of Rights, CAIDP also urges proceeding on a bipartiasis. b
Eliminating bias, promoting fairness, ensuring accountability, and transparency -fiaséd
systems could also help align the political parties behind a common national purpose.

We also call your attention to the 2022 G7 Leader statement enddrsing rm@entric
Al o, calling for "robust t r’a&mssispagponenucsiatemento o p p
from world leadergo address problemthatOSTPhasidentifiedasoneof thegreatchallengesn
the Al field. The G7 leaders, including the United States, also committed to working together for
afn v a ldivensligital ecosystenfor thecommongoodthatenhancegrosperityin away thatis
sustainableinclusive,transparenandhumanc e n t Theay calledfor afi h u mtantricapproach
toartificiali nt e | | builgliegorctheewodk of the Global Partnershigor Artificial Intelligence
(GPAI) advanced by the Canadian and French G7 Presidencies in 2018 and 2019 and looking
forward to the GPAI Summit in Paris in November 2021.

3 The White HouseJoin the Effort to Create A Bill of Rights for an Automated So¢idy. 10,2021),
https:/ivww.whitehouse.gov/ostp/nevipdates/2021/11/10/joithe-effort-to-createa bill -of-rights-for-an
automateesociey/

4 LorraineKisselburghandMarc RotenbergNextStepsonthe Al Bill Of Rights WashingtorSpectatofNov. 2021),
https://washingtonspectator.org/author/lorramarc/ CAIDP, Public Voice, httpsWwww.caidp.org/publievoice/

5 OECDAI Principles(2019),https://legalinstruments.oecd.org/en/instruments/OEEAL -0449 ThePublic
Voice, Universal Guidelines for Artificial Intelligencg2 01 8) (AUni ver sal Gui delines f ol
https://thepublicvoice.org/Aliniversaiguidelines/

8 ThePublicVoice, UniversalGuidelinesfor Atrtificial Intelligencei Endorsementf2018)
https://thepublicvoicerg/Al-universalguidelines/endorsement/

7 G7 Leaders Endorse HumaRentric Al, Call Out Bias(June 13, 2021 https:/ivww.whitehouse.gov/briefing
room/statementseleases/2021/06/13/carfigy-g7-summitcommunique/seealsoG7 LeadersEndorseHuman
Centric Al, Call Out BiasCAIDP Update 2.24 (June 14, 2021),
https:/ivwww.caidp.org/app/download/8326521963/CAHDPdate2.24.pdf



http://www.whitehouse.gov/ostp/news-updates/2021/11/10/join-the-effort-to-create-a-bill-of-rights-for-an-
http://www.caidp.org/public-voice/
http://www.whitehouse.gov/briefing-
http://www.caidp.org/app/download/8326521963/CAIDP-Update-2.24.pdf
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We write nowto renewC A | D Padlisrrecommendationgncouragéhe adoptionof the
Al Bill of Rights, and make additional proposals to advance the goals set out in theat&bE
Plan.

Review/Recommendationgor Strategy3: Understandand Addresshe Ethical, Legal,and
Societal Implications of Al

We applaud the goal of addressing the ethical, legal, and societal implications in Al. We
further support the emphasis on fairness, transparency, and accountability as foundational values
in designing ethical Al systems.

The Universal Guidelines for Al gohasize similar points. The Fairness Obligation
(UGAI-4) states that institutions must ensure that Al systems do not reflect unfair bias or make
impermissible discriminatory decisions. The Fairness Obligation recognizes that all automated
systems make destons that reflect bias, but such decisions should not be normatively unfair or
impermissible. There is no simple answer to the question on what is unfair or impermissible. The
evaluationoftendepend®n context,but the fairnessobligationmakesclearthat anassessmeruf
objectiveoutcomesaloneis not sufficientto evaluatea systemNormativeconsequenceasustbe
assessed, including those that preexist or may be amplified by an Al system. As OSTP Director
Al ondra Nel son has explopen abeu the History of ScgemcE and h o u |
technol ogy' s f e wemsequences df the deplayreelmtesbnology must be
assessedith anunderstandin@f the past,anda future lensthatprotectshumandignity andcivil
rights.

Strategy 3 could be further strengthened to incorpa@isiderations related to sustainability,
and environmental issues.

Problem: Greater emphasison researchof societal.ethical implications of Al -related to
sustainability required.

TheNationalAl R&D StrategidPlanimplementghe NationalAl Initiative (NAII) Act of

2020°This includes action to: fAsupport research
environmental, safety, security, bias, and other appropriate societal issues related to artificial
intelligence. 0 Th eal{a8entPntdils oRti redtad gii s sRileasn such

8 Khari JohnsonAlondraNelsonwantsto makescienceandtechmorejust, Wired (June29,2021),
https:/ivww.wired.com/story/alondraelsonmakesciencetechmorejust/

9 Houseof RepresentativedationalDefenseAuthorizationAct for FiscalYear2021(2020),
https:/ivww.congress.gov/116/crpt/hrpt617/CRRT6hrpt617.pdf#page=1210210



http://www.wired.com/story/alondra-nelson-make-science-tech-more-just/
http://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page%3D1210
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climatec h a n'YMoreaver,DirectorNelsonhashighlightedii gundbreakingleanenergy
investmentso among six olicy priorities for

The need to focus on environmental issues for Al is tirffelfhe UNESCO
Recommendationn the Ethicsof Al focusesspecificallyon Protectinghe Environment'® As the
UNESCO Recommendation states:

The Recommendation emphasises that Al actors should favour data, energy and
resourceefficient Al methods that will help ensure that Al becomes a more
prominent tool in the fight against climate change an tackling environmental
issues. The Recommendation asks governmenésgess the direct and indirect
environmental impact throughout the Al system life cycle. This includes its carbon
footprint, energy consumption and the environmental impact of meaterial
extraction for supporting the manufacturing of Al technologies. It also aims at
reducing the environmental impact of Al systems and data infrastructures. It
incentivizes governments to invest in green tech,ifititere are disproportionate
negatve impact of Al systems on the environment, the Recommendation instruct
that they should not be us&d.

Al should also be aligned with the United Nations Sustainable DevelopmentGoelsding
crosscuttingenvironmentaissuesasadditionallyemphasiedby the OECDAI Principleswhich
have been endorsed by the United Stftes.

As it stands, Strategy 3 says little about environmental impact and sustainability. The
Strategyshouldberevisedto consideithecarbonfootprintof Al, modelinganddatainfrastructure,
environmental degradation, and waste concerns.

Recommendation 1: CAIDP recommends an interdisciplinary perspective in developing,
designing, and managing Al, specifically including environmental and climate research
perspectives. Theall for multidisciplinary perspectives lacks environmental science, ecosystem
andresourcananagemengswell associalscience.OSTPDeputyDirectorDr. JaneLubchenco

10 OSTPRFIon Al StrategicPlan.

1 OSTP,TheDi r e dOffice(2022),https:/ivww.whitehouse.gov/ostp/directeosfice/

12 IntergovernmentdPanelon Climate Changg(IPCC), Sixth AssessmerReport(Feb.28,2022),
https:/ivww.ipcc.ch/assessmergport/ar6/

B UNESCORecommendationn the Ethicsof Al (2021),https://unesdoc.unesco.org/ark:/48223/pf0000377897
14 UNESCO,UNESCOmemberstatesadoptthefirst everglobal agreementn the Ethicsof Artificial Intelligence
(Nov. 25, 2021), https://en.unesco.org/news/unesemberstatesadoptfirst-everglobalagreementthics
artificial-intelligence

15 UnitedNationsSustainabléevelopmenGoals(2015)https://sdgs.un.org/goals

16 OECD Al Principles (2019), https://legalinstruments.oecd.org/en/instruments/OEEBAL-0449


http://www.whitehouse.gov/ostp/directors-office/
http://www.ipcc.ch/assessment-report/ar6/
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madethis point at therecentwWhite HouseClimateRoundtablée-’ While it is a positivestepto call

for theinclusionof interdisciplinaryperspectivesncludingengineeringandfi o t hies ci Bl i ne s,
thereis aclearneedto addresgrucial Al environmentalenergy andequityimpactswith expertise

from the physical and social sciences.

Recommendation2: CAIDP recommendmakingenvironmentaimpactafocusareafor Strategy
3.Specifically, Al Sustainability and Al Devel
ethical Al 0 and ADesigning architectures for

In this regard,a focuson environmentakustainabilitycanpromotea well-beingapproach
to human dignity and quality of life. Research has shown thatnAbled systems require
exponentially rising computing power. This increase in computing power requiresnsiabsta
energy consumption, generating a huge carbon footprint and upending the green effects of
digitalization.This problemhasraisedadditionalethicalconcernsaswell asthewell-beingof the
planet and thus humat$To address this concern, more research should be focused on reducing
Al energy consumption, environmental degradation, mineral extraction, and waste. Researchers
are developind\l system for training and running certain neural netwaoligreduce the céon
emissiong?

Underthis framework,the priority becomeshe developmenbf moreefficient computing
systems that as a goal will not damage the environfegitien that human webeing is
dependent on ecological wdlkeing. As such, it is of paramount importance to build efficient
hardware and Abased algorithms that require less energy to ensure improved computational
efficiency and a smaller carbon footpri This sets up the critical need to support Al governance
frameworks that require the implementation of standards and independent oversight over carbon
accounting. Furthermore, this framework would increase the demand for the inclusion of other
disciplines like environmental science, geology, oceanography, planetary science, astrobiology,
etc.

7OSTPReadout of White House Climate Science Roundtable
Urgencyof ClimateAction(Feb.25,2022),https:/ivww.whitehouse.gov/optnewsupdates/2022/02/25/readenft
white-houseclimate scienceroundtableon-counteringdelayismandcommunicatingthe-urgencyof-climate
action/

18 Houseof RepresentativedJational DefenseAuthorizationAct for Fiscal Year2021(2020)
https:/ivww.congress.gov/116/crpt/hrpt617/CRRT6hrpt617.pdf#page=1210210

19 Emily M. Bender,Timnit Gebru,AngelinaMcMillan-Major, and ShmargareShmitchell, On the Dangersof
Stochastic Parrots: Can Language Models Be Too BigRonference on Fairness, Accountability, and Trans
parency ( FAccilo, 2021}, https(//dovbagrl@.11458442188.3445922

20H, Cai, etal., OnceFor-All: Train OneNetworkand Specializet for EfficientDevelopmentpublishedasa
conference paper at ICLR 2020, https://arxiv.org/abs/1908.09791.

21 A. Gupta,Thelmperativefor SustainableAl Systemg§Sept.18,2021),https://thegradient.pub/sustainaialié



http://www.whitehouse.gov/ostp/news-updates/2022/02/25/readout-of-
http://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf#page%3D1210
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These recommendations address the question
mi ght be considered unet hical ?0 [ n our View
environmental impactef Al systems (such as energy consumption, extraction of rare minerals,
andpollution) shouldbearequireddimensiorof Al developmentinclusionof thelanguageabove
will help mitigate this concern.

Review/Recommendationsor Strategy4: Ensurethe Safetyand Securityof Al Systems

Strategy4 of the2019NationalAl R&D StrategidPlanupdategshe 2016 planby focusing
on the rapid growth in Al security and safety and stresses the need for creating robust and
trustworthy Al systems.

We call your attetion to two fundamental obligations for Al systems set out in the
UniversalGuidelinedfor Al, salientin ensuringsafetyandsecurity:Obligationsof Accountability
(UGAI-5) andPublic Safety(UGAI-8).22 The obligationto be accountabldor Al systemsspeaks
to the ongoing need for assessment of the risks during the design, development, and
implementation of systems. Developing standard risk analysis tools for Al systems must include
assessment of risks at all levels, and defined cosmedifc benchmarks to indicate when a
systemis readyfor deploymentl t e§sentiathatinvestmentsn ethicsandsocialsciencaesearch
address questions responsibility aadcountability. The institutions, the designers, and the
operatorof Al systemgetainresponsibilityfor theconsequencesf Al systemsAs theUniversal
Guidelines for Al further state:

Safety and security are fundamental concerns of autonomous sysiechsding
autonomousehiclesweaponsanddevicecontroli andrisk minimizaionis acore
elementf design.Lesscertain,however s howto determineandsetstandards$or

levels of autonomy across broad applications, and understanding levels of
autonomy (and the correlated level of human control) is an interdisciplinary
researh challenge. The UGAI underscores the obligation of institutions to assess
public safety risks that arise from the deployment of Al systems, and implement
safety control$?

Whil e we agree that trustworthy Ailnments fa c
R&D investments, along with collaborative efforts among government, industry, academia, and
ci vi | ?Simdepeneldntyoyetsight, international cooperation, clear definitions, and system

resilienceare necessary to achieve this goghe three recommendations provided here are
imperativeto meetthe goalssetoutin the OSTPAI StrategicPlan; mostnotably,the promiseto

22 UniversalGuidelinesfor Al.

2 bid

24 OSTP,TheNational Al R&D StrategicPlan: 2019Update(June2019),https:/ivww.nitrd.gov/pubs/Nationahl -
RD-Strategy2019.pdf 24



http://www.nitrd.gov/pubs/National-AI-
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Abuild a society where everyone can | ive with
equal safet® and security.o

Problem 1: The needfor standardization and independentoversight.

Recommendation 1:New technologies such as Al pose new challenges for privacy, dignity,
autonomy, and equality. Metrics for explainability, interpretability, and transparency should be
establishedo protectfundamentatights, humanwell-being,andto increasepublic trust?® These

metrics alongside Privacy Enhancing Technologies would help protect pfivAdglitionally,
standardized metrics for explainabl e, i nterpr
trust in these systems. After standardization, an iewégnt audit for which its methodologies

also require standardizatioand the resulting evaluation must confirm the system performs as
intended to be certified.

Problem 2: The needfor international cooperation.

Recommendation 2:Al standards should be produced and harmonized at the international level
(with primarylocusbeingin intergovernmentabra andglobalstandard®odieswith strongNGO
presence) to ensure common ground around security, safety, and system resilience. This
determination should be made by diverse groups with a variety of expg@rfise. process of
developingstandardshouldnotbedominatecor led by industrygroups- thevoicesandconcerns

of civil society and affected communities should be effectively represented. Staettard
activities should protect fundamental righftsCAIDP recommends that these organizations
publishannualreportsthatdescribespecificstepstakento ersurebroadbasedarticipationin the
development of technical standards as well as the consideration of fundamenta? rights.

Problem 3: The needfor clear definitions and systemresilience.

25 TheWhite House A NewChapterfor the WhiteHouseOffice of Scienceand TechnologyPolicy (Feb.17,2022),
https:/ivww.whitehouse.gov/ostp/nevupdates/2022/02/1 Haew-chaptetfor-the-white-houseoffice-of-science
andtechnologypolicy/

26NIST, U.S. Leadership in Al: A Plan for Federal EngagementSiandard (July 2, 2019) (draft for public
comment),
https:/ivww.nist.gov/system/files/documents/2019/07/02/plan_for_ai_standards_publicreview_2july2019.pdf
2" TheWhite House USand UK to Partneron Prize Challengego AdvancePrivacy-EnhancingTechnologiegDec.
8, 2021), https:ww.whitehouse.gov/ostp/newspdates/2021/12/08/tenduk-to-partneron-a-prize-challenges
to-advane-privacy-enhancingechnologies/

28 CEN-CENELEC response to the EC white Paper onv&irsion 202606,
https:/ivww.cencenelec.eu/media/CEN
CENELEC/Areas%200f%20Work/CEN%20sectors/Digital%20Societefing%20technologies/cen

clc_ai _fg_whitepaperresponse_finabersion_june2020.pdf

29 EU-US TradeandTechnologyCouncil, Inaugural Joint Statemen{Sept.29,2021),
https://ec.europa.eu/commission/presscorner/detail/len/STATEMENT 21 4951

30 CAIDP Statemento EuropeanCommissiormn ProposedAl Act (July 2021).https:/ivww.caidp.org/statements/
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http://www.nist.gov/system/files/documents/2019/07/02/plan_for_ai_standards_publicreview_2july2019.pdf
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Recommendation 3:Standardization, independent audit, system certification, and determination
of internationalcommongrounddependon threefoundationarequirements(1) consensudased
provision of precise definitions and terminology of technical terms (e.g. Al, automation,
explainability, interpretability, transparency) for standardization and determination of
international common grourid;(2) continuation of system upting to include (a) new data
resulting from a dataentric strategy for system integrity and thus model improvement as data
evolves®? and(b) newcoreAl functionalitiesresultingfrom rapid Al advance$o maintainsystem
resilience against adverse caratis like cybersecurity risk;and (3) consideration of practices

of inclusive design for Al systen$.

Review/Recommendationgor Strategy6: Measureand EvaluateAl Technologieghrough
Standards and Benchmarks

Strategy 6 establishes that fstandards,
communityareessentiafor guidingandpromotingR&D of Al t e ¢ h n o ¥ Bhis seetisnalsd
identifies developing a broad spectrum of Al standards, establishitecnology benchmarks,
increasing the availability of Al testbeds, and engaging the Al community in standards and
benchmarks as areas for improvement.

We call your attentionto the UGAI principlesstandardsandbenchmarks Assessmerdand
Accountability (UGAF5) and Accuracy, Reliability, and Validity (UGAJ).3® Assessment
determinesvhetheran Al systemshouldbeestablishedAl systemshouldbedeployedonly after
an adequate assessment of its purpose, objectives, risks, andsbdngiieratively, such
assessments must include a review of individual, societal, economic, political, and technological

impacts, and a determination can be made that risks have been minimized and will be managed.

Individual level risk assessments mightlute a fundamental rights impact assessment; societal
level risk assessments might involve public health or economic impact assessments. If an
assessmemevealssubstantiatisks,especiallyto public safetyandcybersecuritythenthe project

81 Krafft, P.M., Meg Young,MichaelKatell, KarenHuang,andGhislainBugingo."Defining Al in policy versus
p r a c tniPmaeadings of the AAAI/ACM Conference on Al, Ethics, and Society (Pp20R278. 2020.

32 GerdesAnne."A participatorydatacentic approacto Al Ethicsby Design."AppliedAtrtificial Intelligence
(2021):1-19.

33 Eigner, Oliver, Sebastian Eresheim, Peter Kieseberg, Lukas Daniel Klausner, Martin Pirker, Torsten Priebe,
SimonTjoa, FiammettaMarulli, andFrancescdercaldo."TowardsResilientAtrtificial Intelligence:Surveyand
Research Issues." BD21 IEEE Interndional Conference on Cyber Security and Resilience (Q%Rp36542.
IEEE, 2021.

34 BerkmanKlein Center Al andinclusiveDesign https://aiandinclusion.org

35 OSTP,TheNational Al R&D StrategicPlan: 2019Update33 (June2019),https//www.nitrd.cgov/pubs/National
Al-RD-Strategy2019.pdf

36 UniversalGuidelinesfor Al
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